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Introduction

Introduction
In recent decades, environmental pollution has become a major global concern.

The South and Southeast Asian countries are witnessing an alarming rise of arsenic
pollution in groundwater where a large section of the rural local population depends on
agriculture, and they draw groundwater for:

Direct irrigation
Raising cattle
Daily personal consumption

Arsenic (As), which enters the
food-chain from various sources, is
causing major health issues.
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Introduction

The current situation of arsenic pollution in Vietnam
+ Red River Delta (RRD).
+ Mekong Delta Region (MDR).

Figure 1: The arsenic concentration in MDR.

Within the MDR, An Giang is one of the worst affected provinces that have been witnessing a very high
As pollution in groundwater.
Why the arsenic pollution level in Vietnam is high? It is due to several reasons:
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Introduction

Figure 2: The causes of arsenic concentration in Vietnam

We have decided to focus only on As as it is a major pollutant.
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Introduction

Arsenic dataset
The research team of Faculty of Environment and Natural Resources (FENR), Ho Chi
Minh City, University of Technology (HCMUT) had undertaken a massive exercise in An
Giang province to collect data on various elements, including Arsenic (As).

It consists of measuring the following characteristics at 5 different time points
I Geographic characteristics of the water-wells such as depth and distance from the river.
I Heavy metals (arsenic (As), iron (Fe), lead (Pb), etc.)
I Chemical characteristics (Salinity (Sal), pH, Electrical Conductivity (EC), etc.)

After a careful study of the dataset, we decided to focus on the complete
observations from 29 locations where arsenic concentration was measured in May
and Aug 2014.
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Introduction

To measure the As level at any new site ⇒ COSTLY and TIME CONSUMING
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Introduction

Research Question
How to build a regression model (based on the existing survey data) which can help
us predict the arsenic level at a new site within the same geographic region without
going through an expensive chemical analysis. It can help us save time and money.
Further, at the same time, we would like to have a higher precision in our
prediction.

It is further addressed through the following five research questions.

(R1) How to build a reasonably good regression model for arsenic under the normal errors
for the given MDR dataset?—old model

(R2) How to improve the above regression model further going beyond the normality
assumption? —new model

(R3) How can we quantify the improvements in predicting the arsenic level using the new
approach over the standard one?
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Introduction

The factor are influencing the arsenic contamination
First of all, we plot the scatterplots to understand the basic relationship between arsenic
and depth (Dep), distance (Dis), time (May & Aug 2014). Time was found to be
insignificant either as a main factor and/or having any interaction with the other
independent variables. We have tried the following cases:
(a) (As) regressed on a quadratic expression involving (Dep) and (Dis);
(b) ln(As) regressed on a quadratic expression involving (Dep) and (Dis);
(c) ln(As) regressed on a quadratic expression involving ln(Dep) and ln(Dis);
(d) (As) regressed on a quadratic expression involving ln(Dep) and ln(Dis).

Our objective in the regression analysis is to find the “optimal" model using normal
errors, and then improving it further by generalizing the normal distribution for the errors.
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Introduction

The “best" regression model under the normal distribution
The “best" regression model under the normal distribution is model of case (b)

Y = β0 + β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + ε, (1)

where Y = ln(As), X1 = X∗1 = standardized (Dep), X2 = X∗2 = standardized (Dis),
X3 = X 2

2 , X4 = X 2
1 X2 and X5 = X 2

1 X 2
2 and R2 = 0.41 is highest one of four cases.

Figure 3: The histogram of the residuals of the model (1) with normal errors

It look likes somewhat skewed=> This justifies our next step has to improve
the model (1) beyond the normality assumption.
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Introduction

Figure 4: The scatterplots of the best model
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Introduction

For the best model, the normality assumption seems inconclusive as the two standard
test methods (Anderson - Darling test (ADT) and Shapiro - Wilk test (SWT)) yield
p-values of 0.099 and 0.091 respectively, and the equality of variances uses the standard
test ( Levene’s test and F test) produce a large p-value of 0.8874 and 0.7783 respectively.

SND is a natural generalization of the usual normal distribution. So let us review some
basic properties of SND.
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Improved Regression Model under Skew-Normal Errors

Skew-Normal distribution SND(µ, σ, λ)
A r.v. W ∼ SND(µ, σ, λ), provided its pdf given as

f (w |µ, σ, λ) =
( 2
σ

)
φ
(w − µ

σ

)
Φ
(
λ(w − µ)

σ

)
, (2)

where
µ is location parameter ∈ R
σ is scale parameter ∈ R+

λ is shape (or skew)
parameter ∈ R
φ(. ) and Φ(. ) are the
standard normal pdf and cdf
respectively.

Note that
+ λ = 0⇒ SND(µ, σ, λ) ≡
N(µ, σ2).
+λ > 0⇒ SND(µ, σ, λ) is
positively skewed.
+ λ < 0⇒ SND(µ, σ, λ) is
negatively skewed.
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Improved Regression Model under Skew-Normal Errors

It can take a positively skewed, negatively skewed, or perfectly symmetric normal
structure through its skew parameter λ. Therefore, SND is a natural generalization of
ND.

Figure 5: The three pdf curves with µ = 0, σ = 1, and λ = −3, 0, 3
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Improved Regression Model under Skew-Normal Errors

When lambda goes to infinity, it looks like a half-normal

Figure 6: The three pdf curves with µ = 0, σ = 1, and λ = −20, 0, 20
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Improved Regression Model under Skew-Normal Errors

The three parameter SND was first introduced by O’Hagan and Leonard (1976). In
the mid-80s, Azzalini (1985, 1986) pioneered the research on SND. Based on his
works, several other researchers contributed more on SND research, such as -
Roberts (1988), Gupta and Brown (2001), Arellano-Valle et al. (2013), etc.
Most of work on SND had focused primarily on its properties and characterizations
but not much research had been done on inferences (such as confidence interval,
hypothesis tests, prediction).
In the present study, we explore how a regression model based on SND could provide
a better prediction than the one based on the normal model.

First, let us see some key properties of SND some of which have been used in our
research, especially the Property 6.
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Improved Regression Model under Skew-Normal Errors

The useful properties of SND
Property 1 The r.v. W ∼ SND(µ, σ, λ) if and only if W∗ = (W−µ)

σ
∼ SND(0, 1, λ),

known as the standard SND.
Property 2 The r.v. W ∼ SND(µ, σ, λ) if and only if (−W ) ∼ SND(−µ, σ,−λ).
Property 3 As λ→ ±∞, W∗ = (W−µ)

σ
∼ SND(0, 1, λ)→ ±|Z |.

Property 4 W 2
∗ = (W−µ)2

σ2 ∼ χ2
1.

Property 5 If U1, U2 are i.i.d. ∼ N(0, 1), Henze (1986) showed that(
λ√

1 + λ2

)
|U1|+

(
1√

1 + λ2

)
U2 ∼ SND(0, 1, λ). (3)

Property 6 If W ∼ SND(µ, σ, λ), then

E(W ) = µ+ σ

√
2
π

(
λ√

1 + λ2

)
, (4)

V (W ) = E({W − E(W )}2) = σ2
{
1− 2λ2

π(1 + λ2)

}
(5)

E({W − E(W )}3) = σ3

√
2
π

( 4
π
− 1
){

λ√
1 + λ2

}3

, (6)
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Improved Regression Model under Skew-Normal Errors

In our study we would like to show the expressions of two useful properties of SND

the mode of SND(µ, σ, λ) and
the median of SND(µ, σ, λ).
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Improved Regression Model under Skew-Normal Errors

Property 7. The mode of SND(µ, σ, λ)
The mode can be written as

m(µ, σ, λ) = µ+ σm0(λ), (7)

where m0(λ) is the mode of SND(0, 1, λ), and

m0(λ) = ηλ −
(γ1
2

)√
1− η2λ −

sign(λ)
2

exp
(−2π)
|λ|

, (8)

δ = λ√
1 + λ2

, (9)

ηλ =
√

2
π
δ, (10)

γ1 = (2− π

2 )(σ
√

2
π

)3(1− 2δ2

π
)(−3/2). (11)

It was mentioned and tabulated by Azzalini and Capitanio (2014).
Note that:
From (8), it is easy to see that m0(λ) = −m0(−λ) for any λ.

Nabendu Pal Workshop June 16, 2022 19 / 47



Improved Regression Model under Skew-Normal Errors

Property 8. The median of SND(µ, σ, λ)
The median can be expressed as

M(µ, σ, λ) = µ+ σM0(λ), (12)

where M0(λ) is the median of SND(0, 1, λ) which can be found by solving the following
equation for y :

T(y|λ) =
1
2
{Φ(y)− 0.5} , (13)

where T (y |λ) is the Owen’s T-function given as

T (y |λ) = 1
2π

∫ λ

0

[
exp
{
−y 2(1 + x2)/2

}]
(1 + x2) dx . (14)

Note that
If λ = −λ∗, where λ∗ > 0 then we solve

T(y|λ∗) =
1
2
{0.5−Φ(y)} . (15)

From (15), it is easy to see that M0(λ) = −M0(−λ), for any λ.
That’s why the following table have been made for λ > 0 only for the computations for
mean, mode and median of SND(0, 1, λ).
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Objectives

Objectives
Motivated by the broad research question queries, the specific objectives of this research
are given as follows.

(O1) Choosing the “optimal" regression model from a host of competing models under
the ND errors, and then improving it further under the SND errors.

(O2) Investigating how to estimate all the model parameters under the SND errors based
on a combination of the OLSE+MME.

(O3) Studying the sampling properties of the parameter estimators under the SND errors
using the bootstrap method.

(O4) Comparing the two regression models under the ND and SND errors through the
AIC.

(O5) Predicting the value of the response variable for a future observation under the SND
errors, and comparing it with its counterpart under the ND errors in terms of
prediction mean squared error (PMSE) and prediction mean absolute error (PMAE).

We will consider the first objective (O1)
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Objectives

Building the regression model under ND and SND errors
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Building the regression model

Under Normal Errors
We consider a multiple linear regression model as

Yj = β0 + β1X1j + · · ·+ β(p−1)X(p−1)j + εj , j = 1, 2, . . . , n, (16)

where ε = (ε1, ε2, . . . , εn) ∼iid N(0, σ2), Yj ∼ N(µ, σ2), X = (1,X1, . . . ,X(p−1))′ is the
vector of explanatory variables. We have some well-known methods to find the estimated
parameters for regression model such as

1 OLSE (Ordinary least square estimation)
2 MME (Method of moments estimation)
3 MLE (Maximum likelihood estimation)

They are all the same under ND errors.
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Building the regression model

Under SND Errors
If we replace the assumption of normality the above expression by saying that
ε = (ε1, ε2, . . . , εn) ∼iid SND(0, σ, λ), Yj ∼ SND(µj , σ, λ),

where µj = β0 + β1X1j + · · ·+ β(p−1)X(p−1)j .

How to estimate all parameters θ? where θ = (β, σ, λ), and β = (β0, β1, . . . , β(p−1))′.
What are the methods to find the estimators of the parameters?
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Building the regression model

To find β̂S of β using OLS under SND errors
Now we have reconsider the above expression (16), which the assumption that the errors
ε = (ε1, ε2, . . . , εn) ∼iid SND(0, σ, λ), µj = β0 + β1X1j + · · ·+ β(p−1)X(p−1)j , and

θ = (β, σ, λ) is the parameters of the model where β = (β0, β1, . . . , β(p−1))′.

We assume that β̂N , σ̂N , λ̂N = 0 are estimated parameters of β, σ, λ respectively under
ND model and β̂S , σ̂S , λ̂S are estimated parameters of β, σ, λ respectively under SND
model.
The OLSE under SND errors β̂S of β was found by minimizing the sample mean squared
error under SND errors and γ̂S was found via MME method under SND (see (21)), we
obtain

β̂N = (β̂N , β̂N
1 , . . . , β̂

N
(p−1)) (17)

β̂S = (β̂N
0 − γ̂S , β̂N

1 , . . . , β̂
N
(p−1)). (18)

where

γ = E(εj ) =
√

2
π

σλ√
1 + λ2

, (19)

Comparing these estimated parameters under ND and SND errors, we obtain

Only the first component of β̂S is changed.
The remaining components of β̂S are equal to the remaining components of β̂N .Nabendu Pal Workshop June 16, 2022 25 / 47



Building the regression model

To find σ̂S , λ̂S of σ, λ respectively using MME method under SND
Define the first three residual raw moments as follows:

mk =

(
n∑

j=1

(eN
j )k

/n

)
, k = 1, 2, 3. (20)

where eN = (Y − Ŷ
N

) is residual vector and these residuals are now supposed to reflect
unobservable errors ε = (ε1, . . . , εn)′ which are i .i .d . SND(0, σ, λ) where E(εj ) = γ.

The quantity m1 is supposed to represent E(εj − γ).
The quantity m2 is supposed to reflect E(εj − γ)2 = σ2 − γ2.
The quantity m3 is supposed to reflect E(εj − γ)3 =

(
2− π

2

)
γ3.

Therefore, simple algebra leads to

σ̂S =
{

m2 + (γ̂S)2
}1/2

, where γ̂S =
(

m3

2− π/2

)1/3

, (21)

λ̂S =
{

sign(γ̂S)(ĉ)−1/2 if ĉ > 0
sign(γ̂S)K if ĉ < 0 , where ĉ = (2/π)(σ̂S)2

(γ̂S)2 − 1 (22)

and K = 10.

Nabendu Pal Workshop June 16, 2022 26 / 47



Building the regression model

Parameter Estimates for the MDR Arsenic Dataset
We now follow our new method to implement the regression model (16) where
n = 58, p − 1 = 5. (The superscript "N" and "S" in the estimators indicate the
underlying ND and SND errors model, respectively.)

Table 1: Estimated parameters under two models

Parameters Normal model SND model

β0 β̂N
0 = 6.550 β̂S

0 = 6.779

β1 β̂N
1 = −0.107 β̂S

1 = −0.107

β2 β̂N
2 = 0.176 β̂S

2 = 0.176

β3 β̂N
3 = −0.085 β̂S

3 = −0.085

β4 β̂N
4 = 0.229 β̂S

4 = 0.229

β5 β̂N
5 = −0.159 β̂S

5 = −0.159

σ σ̂N = 0.293 σ̂S = 0.360

λ λ̂N = 0 λ̂S = −1.320
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Building the regression model
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Predicted of Arsenic in Mekong Delta Region

PREDICTION OF ARSENIC IN MDR
USING REGRESSION MODEL WITH SND ERRORS
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Predicted of Arsenic in Mekong Delta Region

The predictive model for a future (a new) observation
Y(n+1) = X ′(n+1)β + ε(n+1), (23)

Under normal errors E (ε) = 0

E(Y(n+1)) = X ′(n+1)β = mean(Y(n+1)), (24)
= mode(Y(n+1)) (25)
= median(Y(n+1)) (26)

The mean, mode, median are all the same under ND errors model.

Under SND errors E (ε) = γ =
√

2
π

σλ√
1+λ2

mean(Y(n+1)) = E(Y(n+1)) = η(Y(n+1)) = X ′(n+1)β + γ, (27)

mode(Y(n+1)) = m(Y(n+1)) = X ′(n+1)β + σm0(λ), (28)

median(Y(n+1)) = M(Y(n+1)) = X ′(n+1)β + σM0(λ), (29)

They are all different under the SND errors model.
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Predicted of Arsenic in Mekong Delta Region

The predictive value of Yn+1

Under normal errors E (ε) = 0
The predictive value of Yn+1 under normal errors

Ŷ N
(n+1) = X ′(n+1)β̂

N , (30)

Under SND errors E (ε) = γ =
√

2
π

σλ√
1+λ2

The three predictors of Yn+1 are given as

Ŷ S1
(n+1) = X ′(n+1)β̂

S + γ̂S = X ′(n+1)β̂
γS = X ′(n+1)β̂

N , (31)

Ŷ S2
(n+1) = X ′(n+1)β̂

S + σ̂Sm0(λ̂S), (32)

Ŷ S3
(n+1) = X ′(n+1)β̂

S + σ̂SM0(λ̂S), (33)

where γ̂S , σ̂S are in (21), and λ̂S is in (22).

Interestingly, the mean predictor under SND model is same as that
under ND model.
⇒ SND errors is generalized form of normal errors.
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Predicted of Arsenic in Mekong Delta Region

Among these three predictors under SND errors, which one is better?

How can we compare the performance of three predictors?
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Predicted of Arsenic in Mekong Delta Region

PMSE, PMAE
PMSE calculates the average squared differences between the predicted values of the
random variable and the true value of the random variable. Similar to PMSE, PMAE
measures the absolute differences between the two objects mentioned above.

Under normal model

PMSE(Ŷ N
n+1) = σ2 {1 + X ′(n+1)(X′X)−1X (n+1)

}
, (34)

PMAE(Ŷ N
n+1) = σ

√
2/π

{
1 + X ′(n+1)(X′X)−1X (n+1)

}1/2
. (35)

Under SND errors
PMSE and PMAE do not have simple expressions for the three predictors Ŷ S1

n+1, Ŷ S2
n+1, Ŷ S3

n+1.
⇒ we are going to aprroximate PMSE and PMAE using bootstrap approach.

Our bootstrap approach is called ‘Leave One Out Bootstrap’ (or LOOB) where (n− 1)
observations (out of n) of the given dataset are used to fit the regression model in order
to predict the remaining observation’s response variable.
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LOOB

Algorithmic Steps of LOOB
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LOOB

Figure 7: The plots of PMSE curves of the three predictors of ln(As) as functions of λ
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LOOB

Figure 8: The plots of PMAE curves of the three predictors of ln(As) as functions of λ
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LOOB

Remark
As λ moves away from 0, the mode and median predictors are showing better
performance than the mean predictor (where the mode predictor is the best).
As λ = 0 SND model boil down to ND model ⇒ all three predictors should be
coincide, and their performance should be same.

To quantify how many percent that our SND is better than ND error.
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Relative Improvement

Relative Improvement

Table 2: Relative Improvement (RI) over the usual predictor of ln(As) at λ ≈ λ̂S = −1.320

Predictor PMSE PMAE

Ŷ S1 0.593 0.688

Ŷ S2 0.506 (RI = 14.67%) 0.592 (RI = 11.38%)

Ŷ S3 0.555 (RI = 6.41%) 0.639 (RI = 4.34%)

The above RIs (ranging from 4.34% to 14.67%).
Our SND model is giving an improvement from 4.34% to 14.67% over the
traditional model.
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Relative Improvement
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Conclusion

Conclusion
While ND model provides a unique predictor, our proposed SND model provides 3
predictors, one of which coincides with the one of ND model.
Using the twin criteria of PMSE and PMAE it has been shown through bootstrap
that the mode and median predictors of our proposed SND model are far superior
to the one under the ND model (i.e., the mean predictor of SND model).
Hopefully the technique developed here in parameter estimation, as well as
subsequent inferences can be replicated for many other similar studies.
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Scope of Further Research

SCOPE OF FURTHER RESEARCH

(6.2) To consider the whole dataset where many observations are missing, then employ
the ‘Expectation - Maximization Algorithm’ (EMA) for estimation of parameters -
for both two regression models based on ND and SND errors.

(6.1) To explore a natural extension for a further generalization using a multivariate SND
assumption.

(6.3) To consider what effect do such Bayesian estimates have in terms of predicting the
response variable.
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Thank you
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