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And now for something completely different



Chapter 6 – Artificial Neural Networks

Suddenly ANN is best – why here why now?  - I thought it was a crazy idea when I first heard of it.

Advancements of technology



The problem – an example data set USPS Figs –

A supervised learning problem



The basis picture of data input into a ANN 
-input layer
-hidden inner layers
-output layer



This datum is a 784 numbers between
0 and 1.

Data {(x_i,y_i)}_i=1..784



The data is a collection on ordered pairs, vector valued figures together with a symbol







What do you wish in the “neurons”?



What do you wish in the “neurons”?

Vs

What do we get in the neurons.



The matrix form of a layer, 
and composition

How many parameters?

The ANN – Mathematical Process



The basic nodal statement.

Favorite activation functions



What’s the cost?  
Vs what?  

Vs what we want?



Let’s write out the cost function



Let’s write out the cost function



Let’s write out the cost function



Optimization methods



An optimization problem



Optimization methods



What do you wish in the “neurons”?  

What do we actually get?



MANY local minimima of the VERY high dimensional so how important is it to find the best
One?



On training



General smooth optimization, G(h):R^d->R

By general gradient descent



More on gradient descent









On the ANN for forecasting chaos – first show lots of examples….

-Good for near examples, but does poorly out of sample.
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