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Data as an array
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Bunny Compression

Covariance – notice the demean step























On PCA Principal Component Analysis, Eigenface

-On Raleigh Ritz Quotient

-On Spectral Decomposition Theorem

-On Data Clouds













The Eigs of C=B’B give optimal projection – thus PCA and…. KL
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On basis, functions, and Hilbert space.
Fourier, Taylor, Wavelet, POD-KL
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On Compressed Sensing and on to Sparsity





On Moore Penrose Pseudo Inverse, Matrix Least Squares, Geometric Least Squares.





Least Squares
Definition and Derivations

We have already spent much time finding solutions to 

        Ax  =  b 

If there isn't a solution, we attempt to seek the x that gets closest to being a solution. 
The closest such vector will be the x such that

        Ax  =  projWb 

where W is the column space of A.  

        

Notice that b - projWb is in the orthogonal complement of W hence in the null space of
AT.  Hence if x is a this closest vector, then

        AT(b - Ax)  =  0        ATAx  =  ATb 

Now we need to show that ATA nonsingular so that we can solve for x.  

Lemma

If A is an m x n matrix of rank n, then ATA is nonsingular.  

 
















