
An RC is meant to – Predict Future from the Past – (supervised) trained on example data
A Reservoir Computer is some kind of crazy random RNN – for time series forecasting  -
It works GREAT!

My question is – why does it work at all with all sorts of random parameters

Answer: time soaks up the random

A Neural Net but
-no distinct layers
-has a memory



Turns out that A Reservoir Computer is some kind of crazy - a random RNN – but it is actually something
very classical - a classical VAR(k) – a star from Econometrics   - and stochastic processes

So what? There is a very well developed theory for 
AR and VAR – notably an existence of representation
Theorem by WOLD



What-Why – Reservoir computing –forecast the future from time series data from some chaotic process or stochastic process
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Wikner, Alexander, et al. "Combining 
machine learning with knowledge-based 
modeling for scalable forecasting and 
subgrid-scale closure of large, complex, 
spatiotemporal systems." Chaos: An 
Interdisciplinary Journal of Nonlinear 
Science 30.5 (2020): 053111.



A substantial and spatiotemporally complex data set of significance – SST Earth

The mean absolute error for the 6 week forecast 

Walleshauser, Bollt. "Predicting Sea Surface 
Temperatures with Coupled Reservoir 
Computers."
Nonlinear Processes in Geo Disc(2022): 1-19.
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What-Why – Reservoir computing –forecast the future from time series data from some chaotic process or stochastic process

Lorenz63

Dynamical System as 
Stochastic Process



Reservoir computing – a special case of RNN 
spec case ANN, Jaeger-Hass 2004, ESN-Jaeger 2001.

Question – HOW can randomly chosen A and randomly chosen             but ONLY trained               
Still have enough flexibility/freedom to yield a successful method?!

_____________________________________________

No real layers
Not really feedforward



Reservoir computing – a special case of RNN 
spec case ANN, Jaeger-Hass 2004, ESN-Jaeger 2001.

Question – HOW can randomly chosen A and randomly chosen             but ONLY trained               
Still have enough flexibility/freedom to yield a successful method?!

_____________________________________________



Reservoir computing – a special case of RNN 
spec case ANN, Jaeger-Hass 2004, ESN-Jaeger 2001.

Question – HOW can randomly chosen A and randomly chosen             but ONLY trained               
Still have enough flexibility/freedom to yield a successful method?!

_____________________________________________



What-why? A Reservoir “Computer” – a special case of RNN
An RNN – a special case of an ANN – but good for time/sequential data processes

First a little background about ANN and Deep Learning

-what is an ANN? – useful for some kind of weird regression (supervised learning).

Given input data – predict output.  y=f(x).

A little backround about 
Neural Nets/Deep Learning



What-why? A Reservoir “Computer” – a special case of RNN
An RNN – a special case of an ANN – but good for time/sequential data processes
-what is an ANN? – some kind of weird regression (supervised learning).

Given input data – predict output.  y=f(x).

A little backround about 
Neural Nets/Deep Learning

SLFN – Single Layer Feedforward Net

“Deep” Feedforward Neural Network

A Classic Supervised Learning Problem



What does that graph notation mean – and how do you “train?”

Training means finding the best weights to accommodate your given data

A little backround about 
Neural Nets/Deep Learning

3*3+3+3*2+2+2+1=23 parameters here vs
Say 2 (or 3).



ANN may have MANY weights – so a very high dimensional space of weights and a crazy loss function landscape to navigate
With your optimization method – can be very very expensive.

Two technologies to the rescue –
1) GPU
2) Stochastic gradient descent



Now back to our main story about reservoir computing
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X(t)

X(t)

r_i(t)

Example RC for
Mackey-Glass



My question is – why does it work at all with all sorts of random parameters
Answer: time soaks up the random

Things people do ad-hoc to make it work better

-distribution of A (e.g. by sparsity and scaling) to control spectral radius 
-better read in distribution
-better read out matrix fitting method
-better threshold function q(s).

we will allow ourselves to make it worse!   But in a way we can analyze.

Strip away as much of the idea as possible so while it still works to some degree to interpret what is happing more analytically.
-choose simple distributions for W_in and A.   -We choose a linear - identity threshold q(s)=s 

Punchline is now it become directly comparable to a vector autoregressive process – VAR –
-and with the VAR comes VMA which allows a representation theorem by WOLD
-also it has a bit like DMD-Koopman.



Fitting the readout matrix by (regularized) least squares

(Tikhonov regularized – ridge regression) least squares solution



Note:

For small s, for small r, what if we just choose?  
---à
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Mackey-Glass

x(t)

x(t) - zoom

r_i(t)



Then just iterate– RC is a simple linear iteration with q(s)=s 
activation

With just linear activation
q(s)=s

Then just iterate
That hidden variable



Conclude: 
A linear RC - linear readout = vector autoregressive of k-delays estimator of a stochastic process –
a classical VAR(k) – a star from Econometrics and stochastic processes

And this already this works “pretty well”
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A linear RC, linear readout = implicit vector autoregressive 



Naturally – Fading memory – time scale re A



The explicit Bridge: 
RC= A Lovely VAR(k)
a star from Econometrics

Randomly stir operator – with delays for memory

The directly fitted VAR coefficients

The Relationship between var coefficients and RC readout



EXISTENCE of the representation: Wold theory about zero mean covariance stationary vector processes
-there is a VMA - possibly infinite history => for invertible delay processes described by a VAR and approx by a VAR(k).



Koopman Konnection - The RC can be written as a DMD regression

|
V

vs



Fully linear RC, q(x)=x, d_r=1000

And already this works “pretty well”         Works Great! – linear RC training with nonlinear readout

by works great – it “learns the climate”.



Naturally – Fading memory – time scale re  A

Mackey-Glass Lorenz63



In practice – train the linear RC 
to polynomial readout
and not just to hidden variable r

Turns out this yields not a VAR but an NVAR – works much better! – Just like before – iterate……

“key trick”

of quadratic monomials
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The iteration thing again, 
Now gives monomials



Stack the monomials

Then again we get a version of

Specifically - NVAR coeff
relate to RC parameters 

Now explicit connection between 
NVAR=linear RC w’ nonlinear readout

_______________ ______________________________

said as NVAR 



Linear RC with nonlinear readout = implicit NVAR  ===>  NG-RC

An implicit RC means we can skip it - NG-RC more efficient 
– less data hungry – skips the middle man –
Less parameters and hyperparameters to worry about.



Leads to a more general concept 
NG-RC – Next Generation RC.

Facts: a good NVAR has an implicit RC
a good RC implies a good NVAR – collect as a NG-RC

Choose Linear Features vector

An efficient notation collects all unique terms of high order monomials

Input layer Output layerReservoir

t

Input serial data

Next 
Generation RC



Conclude:Works really really well – and drastically MUCH less data hungry
-linear RC with nonlinear readout = implicit NVAR AND this leads to NG-RC
-VAR vs VMA which follows classic representation theorem by WOLD thm - also relates to DMD-Koopman

Notable from Literature
-Billings and NARX
-Gonan-Ortega universal approx thm. 

Even for linear RC with nonlinear readout 

NG-RC is 1. simple – 2. MUCH less data hungry – 3. few parameters – 4. flexible feature



A traditional 
RC is implicit
in an NG-RC



Ortega, and also Bollt, move the nonlinearity from the activation function instead to a feature vector of inner state.

A linear reservoir with nonlinear output is equivalently powerful as a universal approximator with similar performance as a 
Standard RC - but with reliability and simplicity advantages.



Forecasting a dynamical system using the NG-RC.
Lorenz63 strange attractors. 

Forecasting the double-scroll system using the NG-RC 

NG-RC works very well, with very few points, almost no tunable parameters



Another fun task – look Ma! – no z!

Inference using an NG-RC. a–c Lorenz63 variables 
during the training phase (blue) and prediction (c, red) 


