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Ch 5 - Clustering and Classification





Discriminating Fisher's iris data by using the petal areas

The Iris Dataset contains four features (length and width of sepals and petals) of 50 samples of 
three species of Iris (Iris setosa, Iris virginica and Iris versicolor). These measures were used to 
create a linear discriminant model to classify the species. The dataset is often used in data 
mining, classification and clustering examples and to test algorithms.



Ronald Fischer 1936





If we are going to do some machine learning – we had better get serious about what does learning mean?

-Supervised discrete output (labels)
-supervised continuous output

-unsupervised discrete output (labels – cluster analysis)
-unsupervised continuous output (ROM, manifold learning, density estimation)

Learning functions?
Learning structure?





https://files.realpython.com/media/centroids_iterations.247379590275.gif



























Clustering on tracking moving targets – prepare a vector – feature - corresponding to position over time.







Medical imaging – cancer tissue





So that’s it for the time being with unsupervised learning, a few clustering methods – mostly kmeans,

But in your book are other interesting clustering methods in 5.4, 5.5, including tree methods and also 
Gaussian Mixture models that are very popular.

Later we will also develop a spectral clustering method that is very general and powerful.

Also in unsupervised learning later we will do “manifold learning”.

But for now….. 

We transition to supervised learning

1st in 5.6 we will cover Fischer’s Linear Discriminant (LDA)

2nd in 5.7 on to support vector machines (SVM)

Then Chapter 6 a grandly popular method – artificial neural nets.



Supervised Learning – Cat or Dog?



To distinguish cat’s from dogs – first it will be more efficient if we choose good (efficient) features.

Wavelets then PCA (SVD) will work well.





Fischer’s Linear Discriminant Analysis LDA



Haar Wavelet

















Kkt, look for where level sets
are tangent.





Support Vector Machines (SVM) – 5.7
Then
Nonlinear (kernelized) SVM (KSVM)

Wide Margin Decision Hyperplane for 
Supervised - Learning Classification

First a  linear binary classification – decision boundary/hyperplane























= Hilbert space – a complete inner product space







KKT



The amazing Kernel trick – nonlinear SVM through a kernel and all dot products in the high dimensional space
Done through a kerekl function











And now for something completely different


