
Support Vector Machines (SVM) – 5.7
Then
Nonlinear (kernelized) SVM (KSVM)

Wide Margin Decision Hyperplane for 
Supervised - Learning Classification

First a  linear binary classification – decision boundary/hyperplane























KKT





= Hilbert space – a complete inner product space
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The amazing Kernel trick – nonlinear SVM through a kernel and all dot products in the high dimensional space
Done through a kerekl function





Hyper Plane Classifier in Feature Space



























SVD/POD/PCA/KL – unsupervised – ROM – structure of data (shape/geometry of data)– manifold learn – given x_i

DMD – supervised – forecasting – ROM – spectral analysis – structure of the process features are important, given x_i
-> x_i,x_i+1. mght as well call the x_i+1=y_i – regression 

Regression – onto general basis sets – supervised – find y=f(x) given examples of (x_i,y_i)

Neural nets – classification of handwriting digits USPS – supervised,
forecasting also regression to the flow function for forecasting
auto-encoder is a unsupervised algoritghm using ANN with a bottleneck. – ROM
random version was reservoir computing 

Kmeans – clustering (given x develop labels – as y)  – partitioning the data –

LDA – linear discriminant analysis – Fischer 1936 – classification – given labeled data xI with labels yi learn y=f(x)

SVM – linear method for classification supervised – support vector machine
kernelized version is nonlinear – reproducing kernel Hilbert space – KSVM – KSVD

Manifold learning – unsupervised – structure of the data – POD, autoencoder, ISOMAP, Diffusion Map

Regression, and classification – supervised 


