Nonlinear characterization of a Rossler system under periodic closed-loop control via time-frequency and bispectral analysis
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A B S T R A C T
This study has two primary objectives; they are to investigate the nonlinear interactions (or quadratic phase-coupling) in a chaotic Rossler system under periodic closed-loop control via wavelet bispectral analysis; and to further identify the component mechanisms of synchronization. It is observed that a fixed-gain, fixed-frequency controller produces quadratic phase-coupling and decoupling along lines of constant frequency and that are perpendicular to the diagonal of the bicoherence matrix. Further, it was also observed that for synchronization to occur, both frequency entrainment and quadratic phase-coupling must be present. It was found that forcing the Rossler system with a constant frequency did not reduce the amplitude of the resulting period-1 orbit at sufficiently high gains. For the controller with a fixed gain and time-varying error signal, it was found that the time varying forcing frequency (adjusted by an extremum seeking feedback loop) linearizes the Rossler system and in doing so, suppresses the phase coherence completely. The time-varying forcing frequency removes the conditions for frequency entrainment by providing broadband attenuation; the result is suppression without synchronization.

1. Introduction

Power spectral analysis is sufficient for the analysis of linear systems, but they cannot provide information about the nonlinear interaction between Fourier modes, nor can they resolve the changes in Fourier components in time. In general, the bicoherence, which is the normalized bispectrum a measure of the amount of phase coupling that occurs in a signal or between two signals. Phase coupling is said to occur when two component frequencies are simultaneously present in the signal (s) along with their sum (or difference) frequencies and the phase of these component frequencies remains constant. There are two types of bicoherence analysis, the first is Fourier based and the other is wavelet based; the wavelet based option will be used in this research. A formal definition of wavelet bicoherence is provided in Section 3 of this work. Bispectral analysis is applied to a wide variety of nonlinear systems. These systems include mathematical nonlinear systems with quadratic and cubic nonlinearities, mechanical systems, aeromechanical systems and fluid mechanics. The following brief literature review will highlight some of these examples.
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Pezeshki et al. [1] performed a Fourier based auto-bispectral analysis on an unforced, Rossler system with parameters $a$ and $b$ fixed at 0.2 and the parameter $c$ was set at three discrete values of 2.6, 3.5, and 4.6. It was found that the nonlinear modal interactions were completely characterized by the bispectral analysis; this is due to the fact that the Rossler system equations contain a quadratic nonlinearity. For the period-1 motion ($c = 2.6$), it was found that spectrum contained a peak at 0.17 Hz and higher harmonics (typical for the Rossler system when the parameters are equal to 0.2). The corresponding bicoherence map showed self-coupling at 0.17 Hz and 0.34 Hz. For the period-2 motion ($c = 3.5$), it was observed that there is coupling between motions at the fundamental frequency and the period double frequency and its harmonics. It is the energy transfer between the fundamental and the period double frequency of 0.34 Hz that are responsible for the amplification of the frequency peaks seen in the spectrum. When the system is in the chaotic regime ($c = 4.6$), the bicoherence map actually fills with more contours and has similar features as the period doubling case. The analysis for this paper will be performed for $c = 5.7$. Classically, when the parameter $c$ is set equal to 5.7, the Rossler system is simultaneously chaotic and phase coherent, making it more challenging to control.

In [1] a magnetically buckled beam was also studied. This mechanical system can be modeled as a Duffing’s oscillator. A Duffing’s oscillator is typically a second order system with a negative linear stiffness and a cubic nonlinearity. The Duffing oscillator is driven by a periodic forcing term in which the forcing frequency is fixed and the forcing amplitude is set equal to three values; each corresponding to a period-1, period-2 and chaotic regimes. The evolution of the bicoherence for the first two forcing amplitudes is similar to that of the Rossler system in that the quadratic phase-coupling appears to form along lines of constant frequency that match those found in the spectra. As the forcing amplitude increases, the ‘bands’ of bicoherence start to increase in width; in the context of a forced system, quadratic phase coupling leads to the transfer of energy from the high frequency forcing to the lowest natural nonlinear frequency. This low frequency energy is then redistributed to many frequencies which eventually produce frequency spreading. The corresponding effect in the bicoherence matrix is the widening of the bands. Some nonlinear systems are self-excited, and as such the fundamental frequency will shed its energy to subharmonic, inter and superharmonic frequencies. When the Duffing oscillator is chaotic, the bicoherence map becomes diffuse and diminishes. This map feature is caused by the fact that nonlinearity is cubic; the influence of the cubic nonlinearity becomes stronger as the forcing amplitude is increased. Furthermore, the analysis method is of order two thus when the cubic nonlinearity becomes pronounced, it is possible for the magnitude of the bicoherence to have a value of zero. Auto and cross bispectral analyses of a two degree-of-freedom system with quadratic nonlinearities having a two-to-one internal (autoparametric) resonance are presented [2]. It was found that the bispectral analysis method characterized the nonlinear modal interaction both inside and out of the chaotic regime. Specifically, for the periodic orbits 1, 2, 8, 16 and the chaotic regime, all possessed strong bicoherence that originated primarily from the fundamental frequency of the system. There was negligible bicoherence observed between the amplitude modulations when in the chaotic regime. This bicoherence map feature may be typical of non-autonomous driven oscillators. It was also suggested that when there is little energy transfer between amplitude modulations, the modes are decoupled; if the frequency components are decoupled, then the system cannot exhibit a chaotic response. In Balachandran and Khan [3], a forced nonlinear oscillator and a set of coupled forced nonlinear oscillators with quadratic nonlinearities are studied. The main contribution of this work was that the method of scales was used to aid in the development of analytical approximations for the bispectra. The analytical relationships for the bispectra showed a dependence on phase and magnitude of the bispectra on various system parameters. Pasquali et al. [4] demonstrated both numerically and experimentally that higher order spectral analysis tools are able to identify structural nonlinearities in physics-based mechanical plate models (elastic and laminated) and experimental data.

Silva and Hajj [5] examined the experimental results from the High Speed Civil Transport (HSCT) Flexible Semispan Model. Using Fourier based bispectral analyses (auto and cross-bispectral analysis), they were able to study the nonlinear interactions between the structural deflections of the semispan model and the surface pressure fluctuations. This aeroelastic study provided a further insight into the nonlinear flutter mechanism. Chabalko presents an extensive application of both classical signal processing techniques and higher order spectral methods (both Fourier and Wavelet based) to study the hard flutter response of the HSCT and the F-16 Limit Cycle Oscillation [6]. Jamsek and his colleagues [13] extended the bispectral analysis technique to encompass a non-stationary version of the calculation called time-phase bispectral analysis. Time-phase couplings can be observed by additionally calculating the adapted bispectrum from which the time varying bi-phase and bi-amplitude can be obtained. The bi-phase and bi-amplitude provide a means by which one can distinguish the type of coupling i.e. linear or quadratic in a single measurement. Jamsek et al. then proceeded to test out the method on Poincare oscillators. Their frequency and phase relationships were examined at different coupling strengths, both with and without noise and later coupled van der Pol oscillators and cardio-respiratory signals [14]. In both works it was found that linear, quadratic and parametric (frequency modulated) interactions can generally be distinguished from one another. All the calculations in these two works are Fourier based.

Typically, systems under closed loop control are examined using classical methods. Gilliat and Strganac have suggested that it is not possible to design a controller than can decouple a nonlinear aeroelastic system [10]. Suppose, now that wavelet bispectral analysis could be used to design control laws which target the quadratic phase coupling between the Fourier components that cause instability like flutter? It should be noted that a review of the literature shows that quadratic phase coupling is key to both chaotic and periodic responses, but not explicitly discussed is the phenomena of frequency entrainment. In general, frequency entrainment occurs when a periodic force is applied to a system whose free response is the self-excited type. Specifically, entrainment can occur if the ratio between the forcing frequency and the natural frequency is in the vicinity of an integer or a fraction.
As such, this study has two objectives: the first is to identify the nonlinear interactions that result from the application of periodic closed-loop control; the second is to gain further insight into the constituent mechanisms that underlie the synchronization mechanism as it relates to nonlinear systems. This is accomplished by using wavelet bispectral analysis as a diagnostic and design tool to quantify the strength of the nonlinear modal interactions.

The current paper is organized as follows; the description of the problem is given in Section 2, followed by the methods of analysis in Section 3. Section 4 discusses the analysis of the un-controlled dynamics of the Rossler system. Section 5 presents the results of the fixed gain-fixed frequency control law and Section 6 present results on the fixed gain, time-varying frequency control law. The conclusions and future research directions are given in Section 7.

2. Problem description

To facilitate this study, the Rossler system will be used. The Rossler oscillator is the simplest chaotic system with continuous time, because it has a single quadratic nonlinear term, $xz$ in its equations. The Rossler oscillator is used in this work because it exhibits chaotic behavior and phase coherence at the same time. The chaotic behavior is an analogy for turbulence. The Rossler oscillator equations are given as follows:

\[
\begin{align*}
\dot{x} &= -\Omega y - z + F_x(t) \\
\dot{y} &= \Omega x + ay + F_y(t) \\
\dot{z} &= b + z(x - c) + F_z(t)
\end{align*}
\]

where $\Omega = 1$, $a = b = 0.2$ and $c = 5.7$. These parameters yield a Rossler oscillator in the chaotic regime. Two forcing functions will be examined; they are written in the following manner:

\[
\begin{align*}
F_1(t) &= k|\sin \omega_1 t - y(t)| \\
F_2(t) &= k|\sin(\phi(t) - \omega_1 t) - y(t)|
\end{align*}
\]

The gain, $k$ serves as a coupling parameter which scales the error signal and defines the amplitude. The error signal consists of the desired periodic orbit and the integrated state $y(t)$. For the first forcing function (Eq. 4), the frequency $\omega_1$ is set equal to 0.34 Hz, the second harmonic of the Rossler system for the given parameters (See Eqs. (1)–(3)). In Eq. (5), the argument $\phi$, varies as function of frequency and time. This is accomplished by extremum seeking control law. The extremum seeking control law allows the system to track and search for the optimal forcing frequency. The extremum seeking controller (see figures in Appendix A) consists of two filters; a low-pass filter and a high-pass filter, an integrator and a signal generator which provides the controller with periodic persistent excitation. The output/displacement signal from the Rossler oscillator is used as an input to the controller; it is passed to the high pass filter. The high pass filter removes the mean value but not the perturbation frequency, $\omega$. The product of the filtered output and the zero mean sine signal leads to a zero mean signal as long as the maximum is not obtained. This signal is then passed to a low pass filter to extract the new mean value. The change of $\theta$ due to integration is the result until the output, $\theta$ converges toward the optimal one. The choice of gain, cut-off frequencies, amplitude and frequency of the signal determines the speed of convergence. The reader is directed to Ariyur and Krstic [7] as they have provided a rigorous first proof of stability for general nonlinear systems. For both forcing functions, the gain/coupling parameter, $k$ is adjusted manually.

3. Methods of analysis

The analysis performed in this work is accomplished using classical signal processing methods and wavelet based time-frequency and bispectral analysis. Many references have covered the classical signal processing techniques and they will not be covered here. Only the wavelet based methods will be discussed. Time-frequency analysis is concerned with identifying and quantifying oscillatory components present in real-life signals. This is achieved by projecting the signal onto the time-frequency plane, which enables one to study the properties of the signal in time and frequency at the same time. These projections are called time-frequency representations (TFRs). The time frequency representation used in this work is the spectrogram. The analysis in this paper utilizes the wavelet transform. The continuous wavelet transform has logarithmic frequency resolution. The wavelet transform of a function $s(t)$ is defined as:

\[
W(\xi, \tau) = \int_{-\infty}^{\infty} s(t)\psi^*_{\xi, \tau}(t) dt
\]

where $\xi$ and $\tau$ are scale and time variables respectively; $\psi^*_{\xi, \tau}(t)$ represents the wavelet family generated by continuous translations and dilations of the mother wavelet. The translations and dilations are obtained by:

\[
\psi_{\xi, \tau} = \frac{1}{\sqrt{\xi}} \psi \left( \frac{t - \tau}{\xi} \right)
\]
The wavelet to be used for this analysis is the log-normal wavelet. It is defined as follows:

\[ \psi(t) = e^{-\frac{2\log^2 t}{I_0^2}} \]  

In this definition, \( I_0 \) is chosen to be 3. This wavelet transform is the basis for the time-frequency and bispectral analysis. Wavelet bicoherence is a measure of quadratic phase-coupling in a single signal or between two signals (cross-bicoherence). Quadratic Phase Coupling (QPC) is said to have occurred when two frequencies \( f_1 \) and \( f_2 \), are present in the signal at the same time along with the sum (or difference) of the two frequencies and the sum of phases of these frequencies remains constant. The magnitude of the bicoherence ranges between zero and unity; complete quadratic phase-coupling happens when the bicoherence is one or close to one. The two Fourier components are decoupled when the bicoherence magnitude is close

![Fig. 1. Frequency spectrum of the un-controlled Rossler dynamics.](image1)

![Fig. 2. Spectrogram (Un-controlled Rossler Dynamics).](image2)
to zero or equal to zero. If the nonlinearity is greater than order 2, then it is also possible to obtain zero magnitude for the bicoherence and higher-order spectra has to be investigated to unveil higher-order phase-coupling. The wavelet based spectral moment to be used in this analysis is an auto-bicoherence and is defined as follows:

\[
|b_{a}^{w}(\xi_{1}, \xi_{2})|^{2} = \frac{|B_{a}^{w}(\xi_{1}, \xi_{2})|^{2}}{(\int_{T} |W_{x}(\xi_{1}, \tau)|W_{x}(\xi_{2}, \tau)|^{2}d\tau)^{3} (\int_{T} |W_{x}(\xi, \tau)|^{2}d\tau)}
\]

where the scale xi is defined as \(1/\xi = 1/\xi_{1} + 1/\xi_{2}\), and \(B_{a}^{w}(\xi_{1}, \xi_{2}) = \int_{T} W_{x}(\xi_{1}, \tau) W_{x}(\xi_{2}, \tau) W_{x}(\xi_{2}, \tau) d\tau\). The integration time, T, represents the interval of interest. Iatsenko et al. [11] developed MATLAB based tools producing windowed Fourier transforms, wavelet transform and their synchro-squeezed variants. The analysis in this paper utilizes the wavelet transform only. The advantage is that the wavelet based bicoherence calculation is less noisy than the Fourier counterpart. MATLAB was also used to compute both auto-bicoherence and cross-bicoherence. The phrases nonlinear modal interaction, quadratic phase-coupling and nonlinear interaction will be used interchangeably throughout this work.

4. Uncontrolled Rossler dynamics

The fast Fourier transform (FFT) of the un-controlled Rossler system shows that the fundamental frequency of the Rossler system in its chaotic regime is 0.17 Hz (Fig. 1). The frequency spectrum is broadband, but yet has very distinct frequency peaks. In fact, Farmer et al. [8] pointed out that strange attractors have power spectra that are superpositions of delta functions and broad backgrounds; this is what they call phase-coherence. The motion in the phase-plane, Fig. 1(a), takes place on an approximated closed curve which causes the sharp peak seen in Fig. 1(b). The presence of these frequency peaks will play a role in the mechanisms associated with synchronization. Stone [9] suggested that the Rossler system is self-frequency entrained. Stone showed by simulation experiment that for frequency entrainment to occur there must be a single strong frequency component, note however there are multiple strong peaks in a Rossler system in the chaotic regime.

![Wavelet Bicoherence Map: Un-Controlled Rossler Dynamics](image)
In the spectrogram the exchange of energy shows up as inter-spectral moments; inter-spectral moments are the features in the spectrogram that look like ladder rungs. They either join two lines of constant frequency together or when there is weak periodicity, they manifest as transient growths in the time-frequency space. The reader will see that there are white lines in the spectrogram that open the right; the area inside these lines are the wavelet transforms coefficients that are well resolved. The amplitude of the Rossler oscillator in the chaotic regime is heavily self-modulated and therefore provides more details about the frequency components present in the signal. As such, the amplitude of the system is passed through the wavelet-based time-frequency analysis to produce the spectrogram in Fig. 2. For the un-controlled dynamics, the spectrogram shows that there are two distinct tones at 0.17 Hz and 0.34 Hz. The spectrogram also reveals that there is a significant energy transfer between the frequency band located at/centered on 0.061 Hz and the tone located at 0.1102 Hz. The energy exchanges take place over three time intervals, first between 0–200 s, then between 400–600 s and again between 800–1000 s. The two closely spaced sub-harmonics between 0.17 Hz and 0.34 Hz (0.2346 Hz and 0.2801 Hz) exchange energy for the duration of the simulation run. According to the spectrogram, there does not seem to be any appreciable energy exchange between the tone located at 0.1102 Hz and the natural frequency at 0.17 Hz. Fig. 3 is a bicoherence map of the un-controlled dynamics of the Rossler oscillator. It is clear from Fig. 3, that the QPC is highly organized. This map feature indicates that for certain frequencies; the Rossler oscillator is strongly phase coherent. The map shows that from 0.2 Hz to 0.5 Hz, there is a significant level of quadratic phase-coupling and is broadband due to energy cascading effects. The lines that form the “L” shapes in the map correspond to the Fourier components found in the frequency spectra. The reader can clearly see the lines of concentrated bicoherence associated with the natural frequency at 0.17 Hz, 0.11 Hz and 0.07 Hz respectively, with the natural frequency having the highest magnitude of bicoherence. In the lower left corner of the map, it can be observed that there are lines of concentrated bicoherence that are perpendicular to the diagonal axis of the frequency plane. Lines A, B, C and D shown in Fig. 4, represent lines of constant frequency. Note also that according to the definition of quadratic phase coupling, these lines of constant frequency are the sum of frequencies whose magnitude
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Fig. 4. Wavelet Bicoherence Map (Region inside white box, Fig. 3).
Fig. 5. Closed-loop Bifurcation diagram for controlled Rossler System.

Fig. 6. Bifurcation Frequency spectra.
directly relates to the Fourier components seen in the FFTs. Line A is associated with ~0.17 Hz, Line B with ~0.23 Hz, Line C with ~0.29 Hz and Line D with 0.34 Hz.

In Fig. 4, Line A, the frequency triples show that there is an interaction between the tone at 0.1250 Hz and ~0.05 Hz. It was noted that in the time-frequency analysis there are energy exchanges between 0.1102 Hz and the frequency band centered about 0.061 Hz. The QPC ranges from 0.66 to 0.74 along Line A. For Line B, there is an interaction between 0.1270 Hz and 0.07 Hz. The bicoherence ranges from ~0.24 to 0.28. Just off Line B, there is a growth of nonlinear modal interaction that looks like two lobes. At this location on the bicoherence map, the QPC is 0.84 indicating that there is a significant energy exchange between 0.1102 Hz and 0.1220 Hz. Line B is centered on 0.2 Hz and the lobe is associated with the frequency 0.2327 Hz which is located between 0.17 Hz and 0.34 Hz in both frequency spectra (see Fig. 1(b)). Line C has a frequency of 0.2886 Hz and is again located between 0.17 Hz and 0.34 Hz. At Point 1 (Line C), the frequency components 0.2337 Hz and 0.05 Hz are coupled and the magnitude of the bicoherence is 0.56. At Point 2 (Line C), there is strong quadratic phase-coupling between the components 0.1748 Hz and 0.1164 (just off of 0.1102 Hz); the bicoherence at this intersection is 0.88. Line D is centered about 0.34 Hz, which is a higher harmonic. Along Line D, the most significant occurrence of quadratic phase-coupling takes place at a growth (in red) on the bicoherence map located between the vertical and horizontal components (also in red). This growth forms the vertex of the ‘L’ shape associated with the ~0.17 Hz tone. The red ‘L’ structure shows that there is strong self-coupling at ~0.17 Hz. The magnitude of the bicoherence at vertex is 0.99. The following section will present results on the effect of periodic closed-loop control on the quadratic phase-coupling.

5. Fixed-gain, fixed frequency control law

In this section, the results of a fixed gain-fixed frequency controller are presented. In order to understand how the controller affects the system, a closed-loop bifurcation diagram of the amplitude versus the coupling coefficient/gain is generated. The bifurcation diagram can be divided up into four regions, each identified by the numbers 1–4 in Fig. 5.

Region 1 (R1) ranges from 0 to 0.035, Region 2 (R2) ranges from 0.035 to 0.076, Region 3 (R3) ranges from 0.076 to ~0.2 and Region 4 (R4) is any value of feedback gain greater than 0.2. In R1, the amplitude of the closed-loop system shows that
there is some variance when the gain is less than 0.035. At these low gains, the controller is not able to suppress the noise generated by the quadratic nonlinearity. Fig. 6(a) is the corresponding frequency spectrum. It is observed that the forced fundamental is shifted away from 0.17 Hz to 0.1685 Hz. The second harmonic is located at ~0.3369 Hz (0.34 Hz, second harmonic and forcing frequency). Note that the phase coherence remains but the inter-harmonics begin to sharpen. For R2, the gain was increased to 0.076 and the variance in the amplitude has been eliminated. Fig. 6(b) shows that the frequency of the two tagged peaks has been preserved, but the power at the inter-harmonics are starting to decrease. In R3, the inter-harmonics and the higher harmonics are attenuated. This is confirmed by the spectrum in Fig. 6(c). The frequency peaks show a shift toward the fundamental at 0.17 Hz and 0.3418 Hz, the second harmonics. The larger amplitude at 0.17 Hz indicates that there is a long transient that eventually settles into a limit cycle at 0.3418 Hz. For values of the feedback gain, $k > 0.2$, there will always be a ‘noise free’ limit cycle present. The presence of a limit cycle is an indicator of synchronization.

Figs. 5 and 6 show that as the feedback gain, $k$ is increased; the controlled Rossler undergoes a bifurcation sequence from chaotic to periodic. Throughout the bifurcation sequence, the Rossler system remains frequency entrained and phase coherent. There are two cases that will be discussed in this section in which the gain, $k$ is fixed at 0.05 and 0.4 with the forcing frequency set at 0.34 Hz (second harmonic). The cases are also discussed extensively in [12].

For $k = 0.05$ and $\omega_f = 0.34$ Hz the phase-plane shows that the Rossler bands contract into two distinct bands (Fig. 7). The bands are made of closely spaced trajectories. The contraction in the phase space corresponds to the appearance of closely spaced subharmonic tones in the frequency spectra seen in the right panel of Fig. 7. These features seen in the frequency spectra are an indication of a transition from chaos to limit cycle motion. In the spectrogram of the amplitude (Fig. 8), it is observed that there are tones that correspond to those in the frequency spectra. They are located at 0.084 Hz, 0.1685 Hz (also in Fig. 7(b)), 0.2536 Hz, 0.3375 Hz and 0.4212 Hz. The WT spectrum shows that there is frequency spreading over the range of frequencies from 0.01 Hz to 0.09 Hz. In the lower left corner of the bicoherence map (Fig. 9), it can be observed that there is strong quadratic phase-coupling from 0.01 Hz to 0.09 Hz. The magnitude of the bicoherence in this triangular region is greater than 0.85. Line A, is associated with the frequency ~0.05 Hz and divides the triangular region of high bicoherence into two. Line B is associated with the frequency ~0.1307 Hz, the highest magnitude of bicoherence along this line is 0.83. Line B, again divides the band of phase-coupling into two bounded regions where there is no appreciable quadratic phase-coupling i.e. the magnitude of the bicoherence is less than 0.1. Line C is associated with the frequency ~0.2124 Hz. Line C is noticeably narrower than the band of bicoherence surrounding Line B. Line D is associated with the frequency ~0.2936 Hz; the lowest magnitude of bicoherence along this line is ~0.2. In order to get a better understanding of the growth patterns in the bicoherence
map, a plot of the diagonal of the bicoherence matrix was generated (Fig. 10). The diagonal of the bicoherence map is different from a frequency or power spectrum in that the diagonal bicoherence globally quantifies the quadratic phase-coupling between the components $f_1$ and $f_2$ at the frequency $f_3$. There are three bandwidths over which the magnitude of the bicoherence is significant (bicoherence is greater than 0.8). These bandwidths are centered about 0.1685 Hz (roughly equal to the fundamental of 0.17 Hz), 0.3374 Hz (close to second harmonic and forcing frequency at 0.34 Hz) and 0.5054 Hz (close to third harmonic 0.5121 Hz). The bandwidth with a peak at 0.5054 Hz shows the system is still phase coherent and chaotic at frequencies greater than 0.5054 Hz. The plot of the diagonal also shows that there are three bandwidths over which quadratic phase-coupling is either very weak or completely decoupled. These bandwidths are centered about $\omega_1 = 0.085$ Hz (close to sub-harmonic 0.062 Hz), $\omega_2 = 0.2500$ Hz (close to inter-harmonic 0.2813 Hz) and $\omega_3 = 0.4082$ Hz (close to inter-harmonic 0.4010 Hz). The bandwidths are enclosed by the boxes in Fig. 10. The bandwidth centered about 0.25 Hz shows that the frequency components are completely decoupled (enclosed in the red box). For the control gain set equal to 0.05, it is observed that the levels of high bicoherence (strong self-coupling) are directly centered on the fundamental frequency, two higher harmonics and three sub-harmonics. The bandwidths where the system is weakly coupled and/or completely decoupled are centered on frequencies that are close to sub-harmonics and inter-harmonics. In the frequency spectrum of the uncontrolled Rossler oscillator (Fig. 1), the sub-harmonics and super-harmonics have very distinct, sharp peaks, and as such the condition for frequency entrainment is still present. It has been shown by simulation that the quadratic phase-coupling is highest about the spectral moments that cause frequency entrainment. Also, in the frequency spectrum of the uncontrolled Rossler dynamics; it is observed that there are two closely spaced inter-harmonics that repeat between each successive harmonic, the inter-harmonic peaks are not sharp, but rounded, as are the frequencies that are in close proximity to a subharmonic. Here, the experimental condition for frequency entrainment is not met. As a result, the quadratic phase-coupling over these bandwidths is less than 0.1. It is also clear that forcing the system with a fixed frequency results in the suppression of quadratic phase-coupling along lines of constant frequency that are perpendicular to the diagonal of the Bicoherence matrix.
For the feedback gain set at 0.4, the phase-plane Fig. 11(a) shows that the transient converges to a limit cycle. The transient is responsible for the frequency spreading (centered about 0.1849 Hz) seen in the right panel of Fig. 11. The frequency of the limit cycle is 0.3418 Hz and has amplitude of 28.33 dB. The other harmonics have been completely attenuated as predicted by the closed-loop bifurcation diagram. The frequency spreading seen in the frequency spectrum correlates with the bandwidth along the diagonal (Figs. 12 and 13) that ranges from 0.025 Hz to ~0.3 Hz. The quadratic phase-coupling across
this bandwidth is generally above 0.8. There is a decoupling bandwidth from ∼0.3 Hz to 0.4 Hz. The prescribed forcing frequency is 0.34 Hz at the center of the decoupling bandwidth. This is followed by a bandwidth (0.4–0.6 Hz, the upper limit is selected to magnify the regions of interest in the bicoherence map) in which the quadratic phase-coupling is not less than 0.5. Thus far, the results show that a bandwidth which contains decoupling removes the frequencies along which energy can be passed. Some conclusions can be drawn based on the simulation results presented; it is observed that quadratic phase-coupling must be present for suppression of the amplitude at the fundamental frequency of 0.17 Hz. In the case of the Rossler oscillator under periodic closed-loop control, there are many sharp frequency peaks due to the phase coherence; however, the presence of the forcing frequency maintains the conditions for forced frequency entrainment. By manually increasing the gain, k, we are in fact overcoming the self-frequency entrainment. It appears as if the QPC (Figs. 12 and 13) are being pushed to the lower frequencies and pushed to higher frequencies on the other either side of the decoupled bandwidth. Forcing the system with a constant frequency under closed-loop control, produces quadratic phase-coupling and decoupling along lines of constant frequency (related to those found in the frequency spectrum) that are perpendicular to the diagonal of the bicoherence matrix. These results show via simulation that the mechanism of synchronization consists of two sub-mechanisms, namely frequency entrainment and quadratic phase-coupling. Both sub-mechanisms must be present for synchronization to occur. Complete synchronization is indicated by a single peak in the frequency spectrum and a period-1 orbit in the phase-plane. From the closed-loop bifurcation diagram, it has been shown that by increasing the feedback gain, the system is stabilized to a limit cycle condition but the controller does not suppress the limit cycle; the controller cannot do so because of the constant forcing frequency.

6. Fixed-gain, time varying frequency control law

In this section, the results of a fixed gain-time varying frequency controller are presented. The feedback gain, k is set at 0.4. As discussed in Section 2, the forcing frequency is adjusted by a feedback loop that uses the extremum seeking control algorithm. From the frequency spectrum (Fig. 14), it can be seen that there are no distinct peaks; all the frequency peaks have been attenuated. Instead, there is frequency spreading which is centered about 0.1904 Hz (See Fig. 14). This centerline
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frequency is shifted by 0.02 Hz from the fundamental at 0.17 Hz. Since there are no distinct frequency peaks in the spectra, there are also no tones found in the spectrogram of the displacement in the X direction. The displacement in the X direction shows that there is intermittent periodicity (Fig. 15). The spectrogram nicely captures the spreading of frequencies (Fig. 16, bounded by the white dashed lines) seen in Fig. 15 and the intermittent periodicity seen in Fig. 16. In Fig. 15, there is a transient that last for 40 s (enclosed by the read box); the transient shows up in the spectrogram as a contraction indicated by a bright spot. A contraction in the time-frequency space is a redistribution of frequencies. Fig. 17 shows the time evolution of the forcing frequency. The white dashed line indicates the mean forcing frequency which is 0.3739 Hz. The ratio of the mean forcing frequency to 0.1904 Hz is approximately 2. The extremum seeking control loop selected a mean frequency that is slightly higher than the second harmonic. The ratio is $\frac{2}{C24}$ which suggests that the Rossler oscillator is receptive to being forced about the second harmonic; under closed-loop control it is also efficient to do so.

In Fig. 18, Lines A, B and C again represent lines of constant frequency. Line A is associated with ~0.02 Hz. Line B is associated with ~0.03 Hz and Line C is associated with 0.034 Hz. There is a growth in the corner due to self-coupling centered at 0.022 Hz. The magnitude of the bicoherence across these lines is shown by diagonal of the bicoherence matrix (Fig. 19). The latter shows that there are significant levels of quadratic phase-coupling at frequencies less than ~0.06 Hz (Fig. 19, inside red box). At frequencies greater than 0.06 Hz and less than 0.2 Hz (Fig. 20), it is observed that the quadratic phase-coupling is approximately equal 0.1 indicating that there is very weak coupling. At frequencies greater than 0.2 Hz, the quadratic phase coupling is less than 0.1, indicating little to no phase coherence (as indicated by the absence of peaks in the spectra). In this case, the conditions for frequency entrainment have not been met, i.e. there are no distinct frequency peaks which means no limit cycles. In Fig. 14, the phase-plane demonstrates that the solution spirals inward. When a trajectory in a phase-plane spirals inward, it indicates that the closed-loop system is asymptotically stable. To verify this conjecture, the eigenvalues of the Jacobian matrix must be determined. The final positions of the displacements in the X and Y displacements were extracted from the data, they are (X, Y) = (0.05, 0.0145). The Jacobian matrix is linearized about this point and the eigenvalues calculated. The eigenvalues that correspond to the X and Y displacements are $-0.1109 \pm 1.1506i$. The real part of the eigenvalue is negative; this tells us that point (X, Y) = (0.05, 0.0145) is a stable attractor in the Lyapunov sense. Therefore, the closed-loop system is indeed asymptotically stable. Note that only linear systems can exhibit spiral trajectories.

The following observations are made based on the results presented in this section:

- The controller provides broadband attenuation due to the time varying forcing frequency and results in the suppression of the phase coherence typically found in the Rossler oscillator. Fig. 21 is a comparison between the controlled and uncontrolled phase spaces. It shows that the phase coherence preserves the eyelet feature, but by removing the conditions needed for frequency entrainment, i.e. no strong peak, the control action is able to 'collapse' the eyelet.
- The conditions for frequency entrainment are not present, and as such there can be no formation of a limit cycle.
Fig. 14. Closed loop natural frequency, 0.1904 Hz (Extremum Seeking).

Fig. 15. Time history, X-displacement.
Quadratic phase-coupling is strongly induced by the control action and only present at frequencies less than 0.2 Hz in the system as evidenced by the attenuation of the system frequencies.

Varying the forcing frequency with time has the effect of ‘linearizing’ the Rossler oscillator as evidenced by the phase-plane trajectory converging to a point and the significant reduction in quadratic phase-coupling at frequencies greater than 0.2 Hz (Fig. 19). The system is said to be asymptotically stable.

Fig. 16. Spectrogram, X-displacement (Extremum Seeking).

Fig. 17. Time History, Forcing Frequency.

- Quadratic phase-coupling is strongly induced by the control action and only present at frequencies less than 0.2 Hz in the system as evidenced by the attenuation of the system frequencies.
- Varying the forcing frequency with time has the effect of ‘linearizing’ the Rossler oscillator as evidenced by the phase-plane trajectory converging to a point and the significant reduction in quadratic phase-coupling at frequencies greater than 0.2 Hz (Fig. 19). The system is said to be asymptotically stable.
Fig. 18. Wavelet Bicoherence Map (Extremum Seeking).

Fig. 19. Diagonal of the Bicoherence matrix (Extremum Seeking).
Fig. 20. Region enclosed by the red box in Fig. 19. Note the high $b^2$ at $f < 0.06$ Hz.

Fig. 21. Phase-plane comparison.
Lastly, quadratic phase-coupling is still present, but there is no frequency entrainment and hence no limit cycle as stated above; this means that effectively, there is no synchronization present in the closed-loop system. However, the controller has successfully suppressed the chaotic response without synchronization.

7. Conclusion and future research

It has been shown via simulation that the mechanism of synchronization consists of two sub mechanisms, namely frequency entrainment and quadratic phase coupling. Both sub-mechanisms must be present in order for there to be synchronization. For the fixed-gain, fixed-frequency controller, frequency entrainment with quadratic phase-coupling stabilizes the Rossler system to a limit cycle; the conditions for frequency entrainment must be met in order to have synchronization. The fixed gain-fixed frequency controller cannot suppress a limit cycle with a constant forcing frequency. The auto-bispectral analysis has shown that the fixed-gain, fixed-frequency controller generates decoupling bandwidths and bandwidths of high quadratic phase-coupling to suppress the chaotic response but enable the formation of a limit cycle.

For the fixed-gain, time-varying frequency controller (with extremum seeking), it has been shown that the time-varying forcing frequency ‘linearizes’ the system. The controller attenuates all frequencies, thereby removing the strong frequency peak needed for frequency entrainment. Since there is no frequency entrainment, there can be no limit cycle. As such, only the sub-mechanism of quadratic phase-coupling remains. The controller achieves suppression without synchronization as evidenced by the collapse of the Rossler eyelet. These results show in a simple manner the potential for further application of bispectral analysis as a diagnostic tool for controlled mechanical and aeromechanical systems. For instance, it would be interesting to examine practical nonlinear systems under open and closed-loop control such as lifting surface aerodynamic flows (active flow control), aeroservoelastic systems (as mentioned earlier), vibration suppression control laws and algorithms for the suppression of pilot induced oscillations (PIOs). Lastly, it should be noted that wavelet based bispectral analysis in its mathematical current form cannot detect linear couplings in a single measurement; bispectral analysis implicitly detects the presence of linear couplings when the magnitude of the bicoherence is significantly below ~0.1.
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Appendix A. Schematic of extremum seeking controller

See Fig. A1.

Fig. A1. General block diagram for extremum seeking controller [7].
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