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ABSTRACT 

 

Implementing flow control systems will mitigate the vibration and aeroacoustic issues 

associated with weapons bays; enhance the performance of the latest generation aircraft 

by reducing their fuel consumption and improving their high angle-of-attack handling 

qualities; facilitate steep climb out profiles for military transport aircraft. Experimental 

research is performed on a NACA 0015 airfoil with a simple flap at angle of attack of 16
o
  

in both clean and high lift configurations. The results of the active control phase of the 

project will be discussed. Three different experiments were conducted; they are 

Amplitude Modulated Dual Location Open Loop Control, Adaptive Control with 

Amplitude Modulation using Direct Sensor Feedback and Adaptive Control with 

Amplitude Modulation using Extremum Seeking Control. All the closed loop 

experiments are dual location. The analysis presented uses the spatial variation of the root 

mean square pressure fluctuations, power spectral density estimates, Fast Fourier 

Transforms (FFTs), and time frequency analysis which consists of the application of the 

Morlet and Mexican Hat wavelets. Additionally, during the course of high speed testing 

in the wind tunnel, some aeroacoustic phenomena were uncovered; those results will also 

be presented. A cross section of the results shows that the shape of the RMS pressure 

distributions is sensitive to forcing frequency. The application of broadband excitation in 

the case adaptive control causes the flow to select a frequency to lock in to. Additionally, 

open loop control results in global synchronization via switching between two stable 

states and closed loop control inhibits the switching phenomena, but rather synchronizes 

the flow about multiple stable shedding frequencies. 
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CHAPTER 1.0: INTRODUCTION 

1.1 OVERVIEW 

Over the past century, commercial and military aircraft design has emerged through 

compromises between design tradeoffs. The vehicle configuration must be able to 

accommodate a wide range of operational flight conditions with a fixed geometry. The 

optimal geometry for takeoff conditions is significantly different from the optimal 

geometry for high speed cruise conditions. To address the wide variation in operation 

conditions, traditional flow control technologies were designed. For example, the 

Northup Grumman F-14 (Figure 1.1) and the General Dynamics F-111 Aardvark (Figure 

1.2) and EF-111 Raven (the electronic warfare variant) employed swing wing technology 

that permitted the optimal planform shape under different flight conditions. 

 

Figure 1.1: Strike Aircraft Test Directorate F-14 A/B Tomcat; 

 

 

Figure 1.2: F-111 Aardvark 
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The multi-element high-lift system, typically employed for the takeoff and landing 

segments of a mission profile are often ‘morphed’ into a single element for cruise 

conditions. This is a passive type of flow control. In recent years, NASA, various military 

organizations (DARPA and AFOSR) and the major aircraft manufacturers have been 

engaged in the development of active flow control research programs with the goal of 

achieving improvements in aero and hydrodynamic performance and maneuvering 

compared with conventional passive approaches. Within the field of active flow control, 

the control of separated flows has been identified as one of the more important flow 

control tasks as it has a significant impact on the operational capability of an atmospheric 

flight vehicle and so it is not surprising that this well known phenomena has received 

considerable attention from both aerodynamicists and the practitioners of controls and 

dynamical systems theory. Flow separation is generally understood to be the detachment 

of a fluid from a solid surface. This detachment is accompanied by a severe adverse 

pressure gradient and a noted thickening in the region of rotational flow adjacent to the 

solid surface; in addition to this effect, there is also an increase in the velocity component 

normal to the surface. Flow separation incurs a loss of lift with increased drag and poor 

pressure recovery on primary flight surfaces and aero-propulsion components such as 

diffusers. For example, fighter aircraft are equipped with different types of short range 

infrared guided munitions and positioning technologies for optimal firing solutions; as a 

result we have seen the development of vectored thrust aircraft that are capable of super-

maneuverability. Such aggressive flight conditions result in unsteady separation on the 

airframe as a whole. Operating in a prolonged high-alpha condition will produce 

buffeting on wings and tail planes, fore body separation as well as degraded handling 
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qualities. Military transports often operate at forward operating bases or carry out 

humanitarian missions and must land on less than ideal runways in length due to the 

situation in the theater of operation, hence today’s fixed wing military transport aircraft 

are required to be capable of extreme short take off and land (EXSTOL).  Active flow 

control programs envision the development and use of actuators, sensors and controllers 

for use on elements of an aerospace system that can significantly affect operational 

capabilities such as aircraft wings and tail configurations (such as twin tailed high 

performance fighter aircraft), engine nacelles, internal ducts (like the serpentine inlets 

fitted to the B-2 Stealth Bomber), nozzles, projectiles and weapons bays. The benefits of 

flow control include reductions in weight and reduced fuel consumption and noise. 

Previous attempts at active flow control have involved steady suction and blowing, and 

although successful, this method required a lot of input energy to gain a meaningful lift 

increase or drag reduction.  Periodic excitation was introduced by Schubauer and 

Skramstad [1]; specifically, perturbations in a laminar boundary layer were used to 

initiate Tollmien-Schlichting waves. This discovery became the primary tool for studying 

instabilities in fluid flows; specifically, periodic excitation accelerates and regulates the 

generation of large coherent structures (LCS), especially when the mean flow is unstable, 

the instability in the mean field allows high momentum fluid to be transferred across the 

mixing layer. Periodic excitation was also used in controlling laminar separation and 

transition.  Subsequently separation control via periodic excitation (both acoustic and 

hydrodynamic) have been demonstrated on a wide variety of simple configurations, such 

as flow over backward facing steps and ramps [2,3], sharp leading edges, various airfoils, 

delta wing and cylinders in cross flow. It is primarily because of the above mentioned 
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reasons that periodic or unsteady excitation is often used in the control of aerodynamic 

flows. Thus it is the challenge of this research to use spanwise arrays of ZNMF devices 

combined with periodic excitation and advanced control algorithms to control the 

separation of aerodynamic flow from a single element high lift system. 

1.2 MOTIVATION 

Under the Flow Control portfolio, the U.S. Air Force seeks to advance the fundamental 

understanding of complex time-dependent flows, their interactions and control, by 

creatively integrating theoretical, numerical, and experimental analysis techniques to 

develop physically based predictive models and innovative concepts [4].  Specifically, 

the interests’ lies in understanding the basic issues associated with vortex and shear layer 

flow and the closed-loop control of such phenomena. Implementing flow control systems 

will mitigate the vibration and aeroacoustic issues associated with weapons bays; 

enhance the performance of high performance aircraft and the allow for the reduction in 

fuel consumption and improved high angle of attack handling qualities for fighter aircraft 

and facilitate steep climb out profiles for military transport aircraft. To date only the XV-

15 Tiltrotor aircraft and the F-16 aircraft have been flight tested with a full active flow 

control system, thus there is still the need to understand the issues of mechanization of 

flow control systems in order to take such systems from the wind tunnel to a fully 

operational active flow control system. To that end, the goal of this research is to explore 

the physical insights of a single element high lift airfoil under open and closed loop 

periodic control using specially designed flow control devices. 
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1.3 BACKGROUND 

1.3.1 DEVELOPMENTS IN SYNTHETIC JET ACTUATOR 
TECHNOLOGY 

The last two decades has seen significant design, development and testing of both open 

and closed loop flow control systems. At the heart of these active flow control systems is 

the synthetic jet actuator (SJA). There are four different categories of synthetic jet 

actuator (Figure 1.3); those categories are fluidic, moving object/surface, plasma and 

electromagnetic. The most common of these is the fluidic device which uses the 

mechanism of fluid injection and suction in a periodic manner. Of the fluidic devices, the 

zero-net-mass-flux (ZNMF) devices are the most prevalent in the literature on active flow 

control. The terms ZNMF device and synthetic jet actuator are used interchangeably. The 

ZNMF device will be the fluidic device applied in this experimental research project.  

 

Figure 1.3: Categories of Synthetic Jet Actuators [5] 
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A typical synthetic jet actuator contains three components: an oscillatory 

driver/transducer (there are different types and will be discussed below), a cavity and an 

orifice or a slot. The purpose of the oscillating driver is to compress and expand the fluid 

in the cavity by periodically (or aperiodically) changing the cavity volume at the 

excitation frequency f  that will create pressure oscillations (Figure 1.4). As the cavity 

volume is decreased, the fluid in the cavity is compressed and discharges some fluid from 

the orifice. In a similar way, as the cavity volume is increased, the fluid expands in the 

cavity creating a localized negative pressure gradient causing fluid to be ingested into the 

cavity via the orifice. Typical orifice geometries include an axisymmetric hole (height  h, 

diameter  d) and rectangular slot (height  h, depth  d and width w) as shown schematically 

in Figure 1.5. Note here that the orifice walls are straight. A jet is then formed from the 

entrained fluid and results in vortices being shed when the driver or transducer reaches 

and exceeds critical amplitude. Specifically, jet formation is defined as the appearance of 

a time averaged outward velocity along the jet axis and corresponds to the generation and 

subsequent convection or escape of a vortex ring [6]. In Figure 1.4, we see that there are 

three kinds of drivers/transducers that are commonly used in the design of synthetic jet 

actuators:  

 A piezoelectric wafer bonded to a metallic shim and driven by an ac voltage 

 A piston  driven by a shaker or crankshaft 

 A loudspeaker housed in a cavity and driven by an electrodynamic voice coil 
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Figure 1.4: Typical ZNMF devices, three different types of excitation mechanisms [7] 

 

 

 
Figure 1.5: Orifice geometry. A) Axisymmetric, B) Rectangular (or 2D) [7] 

 

Each of these SJA configurations has its particular frequency response characteristics; 

current thinking suggests that a wide bandwidth is required in order to force the low 

frequency modes present in external flows [8]. A piezo-based SJA has a transfer function 

that contains peaks and troughs indicating the strong nonlinear nature that results from 

the combined effects of the driver/cavity and orifice. These types of actuators can also 

have a single peak which results in a narrow bandwidth. To address this issue, design 

optimization studies have been performed by Gallas [9] and Oyarzun [10]; yet a wide flat 

frequency response has not been achieved thus far.  One might resolve this design 

limitation by increasing the diameter of the piezo-disc bender, this however may be 

acceptable for bench top jet test articles but will not be acceptable for integration into 



 

 8 

aerodynamic test platforms where are space constraints to consider. Below in Figure 1.6 

are some results of a slot optimization for an input voltage of 100 Vpp . Note that the 

maximum velocity and gain-bandwidth objective functions yielded identical designs; but 

more importantly note the single dominant peak and narrow bandwidth. 

 
 

Figure 1.6: Optimization Study Results [10] 

The single peak in the transfer function is important because it determines how this 

specific ZNMF device is excited. Specifically, the narrow bandwidth precludes one from 

using a pure sinusoidal excitation signal as the actuator will not produce any significant 

velocity when a single frequency is used, as such nonlinear forcing methods must be 

employed in order to excite the low frequency wake instability and promote coupling 

between the frequencies scales present in an external flow. 
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Although a bench top test article, a dual cavity actuator (Figure 1.7) provides a more 

favorable result in terms of the actuator broadband characteristics as compared to the 

single unimorph actuators.  

 

Figure 1.7: Dual cavity SJA with Frequency Response [11] 

 

For an SJA fitted with a piston, such as the one shown below in Figure 1.7, note here that 

the bandwidth is acceptable in the sense that it is wide enough and has sufficient low end 

frequencies in order force an external aerodynamic flow (Figure 1.8); the peak velocity is 

not large enough for high speed wind tunnel testing of active flow control systems. 

However this may be addressed by some optimization of this configuration. 

 
Figure 1.8: Piston Based SJA [12] 
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Figure 1.9: Frequency Response of Piston Based SJA [12] 

 

The application of the piston driven ZNMF device is promising in that it is possible to 

achieve high exit velocities at low frequencies. Once such example in the literature is the 

work of Gilarranz et al [13]. In this work, Gilarranz presents work on the design and 

development of a high powered synthetic jet actuator. The operating principle is that of 

the actuator is that of a crankshaft piston driven engine (Figure 1.10). There are two 

versions of this actuator (Figure 1.11), one with a fixed slot width and the other is 

adjustable via a cam. Gilarranz would eventually integrate these devices into a NACA 

0015 airfoil. The actuators with the fixed slots were tested at 0.8 mm and 1.6 mm slot 

widths. For the actuator configuration of 0.8 mm at 200 Hz, the maximum exit velocity 

was 80 m/s and for the 1.6 mm slot configuration at 200 Hz yielded a maximum velocity 

of 60 m/s.  Experimental evaluation of the adjustable slot actuator revealed that it is 

capable of 124 m/s at 100 Hz for a 0.4 mm slot width. 
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Figure 1.10: Piston Based SJA with curved slot [13] 

 

 
 

Figure 1.11: Second generation slot [13] 
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Figure 1.12: Velocity vs. Frequency Diagram [13] 
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A research program funded by DARPA under the Micro-Adaptive Flow Control program 

culminated in a successful full scale flight technology demonstration of active flow 

control on the Bell XV-15 Tiltrotor aircraft (Figure 1.13) [14].   

 
 

Figure 1.13: Bell XV-15 Tiltrotor Aircraft [14] 

 

The actuators used in the flight test program were designed by Boeing, University of 

Arizona and IIT. The actuator modules are voice coil based and are designed to produce 

high exit velocities over a wide frequency range without requiring cooling. The actuator 

modules themselves are square frames designed to fit in a linear array below specially 

designed slotted cover plates (Figure 1.14) 

 

Figure 1.14: Actuator Module Flight Hardware [14] 
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As mentioned above the modules are fitted to slotted plates. In Figure 1.15, note that the 

slot is two dimensional and curved. The curved slot facilitates the jet leaving the slot at a 

tangent to the curvature of the trailing edge flap. Note also the application of a curved 

slot in Gillaraz’s work. 

 
 

Figure 1.15: XV-15 Integrated Flow Control Actuator [14] 

 

No significant explanation is given in the works of Gilarranz and Nagib as to why curved 

slots are used in design of the synthetic jet; from schematics is becomes clear that 

physically it is necessary to develop the cavity-slot geometry to meet the space 

constraints associated with flight surfaces like the one shown in Figure 1.16. How does 

this curvilinear slot profile affect the performance of the synthetic jet actuator?  This 

question is best answered by discussing the flow physics in a slot with parallel walls. The 

flow inside an SJA orifice is naturally unsteady and complex. One of the sources of 

complexity in orifice flows are the mechanical losses associated with the orifice, namely 

separation of the flow from the walls on both the in-stroke and out-stroke of the SJA. 

Separation can cause significant blockage there by reducing the flow in the ‘gas path’. 

This reduction of effective flow is referred to as the vena contracta.  Orifice flow can be 

described as having three distinct regions of flow as shown schematically in Figure 1.16. 

Curved 

Slot 
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The first region is predominately entrance flow, followed by a fully-developed region and 

then an exit region. These flow regions are valid for one half of the total period; by 

making the assumption that the flow in the orifice is symmetric one can then conclude 

that the flow will develop in a similar manner when the flow reverses. The first case 

corresponds to the stroke length being much smaller than the orifice height (L<< h); for 

this condition it is expected that the internal flow can easily reach a fully developed state 

with losses of the linear viscous type. The nonlinear, weaker losses are associated with 

the entrance and exit regions. The second condition occurs when the stroke length is 

much larger than the orifice height (L>>h). For this condition, the losses are 

predominantly the nonlinear losses that can be attributed to the entrance and exit effects. 

The entrance region extends thought the entire length of the orifice. The last case is 

where the stroke length and orifice height are of approximately the same order 

magnitude; the implication is that the losses associated with the fully developed region 

should nearly equal to those of the nonlinear losses from the entrance and exit effects. 

 
Figure 1.16: Different Flow Regions in Slot/Orifice [7] 

 

The losses mentioned above due to the lack of pressure recovery (slot loss) on the cavity 

side of the orifice on the in-stroke of the actuator and jet dump loss. To mitigate these 

losses, it is possible to use a curved neck angled toward the downstream direction. In this 

manner, the boundary layer flowing over the slot is energized by ingesting low 
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momentum fluid on the in-stroke and re-accelerate the fluid in the slot on the out-stroke 

and hence injecting the boundary layer with high-momentum fluid upstream of the slot 

making the boundary layer more resistant to separation. The details of this design will be 

covered in the discussion on the design of the synthetic jet actuator. 

1.3.2 CONTROL OF FLOW SEPARATION 

Active control can be subdivided into two categories: open loop and closed loop control. 

Closed loop control can is further classified into quasi static and dynamic; for quasi-static 

closed loop control works on the time scale of the mean flow and dynamic closed loop 

control works on the scale of the flow dynamics. Active control means that energy is 

added to the flow via steady suction and blowing or periodic excitation. Open loop 

separation control studies provide the foundational understanding needed to pursue the 

development of closed loop flow control systems design and development. Specifically, 

periodic excitation has been shown to encourage the regulation of large coherent 

structures in the flow field [15], this is largely due to the fact that fluid flows are 

nonlinear and contain multiple frequency scales; these frequency scales can be targeted 

so as to enhance the nonlinear interactions between the separation bubble, shear layer and 

wake (vortex shedding) frequencies. Open loop flow physics studies, both computational 

and experimental have revealed that there are parameters that are significant for the flow 

control task; these parameters are actuation frequency, excitation amplitude, modulation 

signals, actuation or slot location and orientation,  and the effects of Reynolds number 

and compressibility. For the purposes demonstrating the link between the flow physics 

and control system development we will concentrate on the first three parameters only.  
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 Actuation Frequency 

From Figure 1.17 we see that embedded in a lifting surface aerodynamic flow over 

are the shear layer instability ( ) and the global wake instability (with vortex 

shedding frequency,  ). These two instabilities interact in a nonlinear manner. 

The nonlinear interaction referred to here is similar in nature to the phenomena of 

internal resonance that is found in nonlinear mechanical systems. In Part B of Figure 

1.17, we that there is a closed separation bubble that is at some distance aft of the 

leading edge; the frequency scale associated with separation is designated, . It is 

possible that as the flow begins to separate, that all the frequency scales maybe 

present in the flow. In the fully separated region and post stall flow (Part C, Figure 

1.17), it is shown that there is a leading edge shear layer rollup and the global 

instability present. The vortex shedding and shear layer frequency is common to all 

three fluid flow conditions.  When periodic excitation is introduced, one or more of 

these modes in the flow can be excited. Periodic excitation enhances the weak 

nonlinear coupling already present in the flow. As a result, the controlled flow 

becomes more ordered versus broadband and turbulent; this new flow state leads to 

an increased average lift coefficient. Periodic excitation when viewed from a 

nonlinear dynamical system point of view encourages synchronization; this is when a 

nonlinear system that is capable of chaotic behavior, locks on to the frequency of the 

driving input and for a time results in periodic equilibrium state. It stands to reason 

then, that the application of closed loop control would extend the region of 

synchronization. Narayanan and Banaszuk (2003) [16] demonstrated that multi-tonal 

excitation was successful in the control of separation on planar diffuser.  



 

 18 

 

Figure 1.17: Frequency Scales in separated flows [8] 

 

 Excitation Voltage 

One of the other important parameters for a ZNMF device is the excitation voltage 

which essentially corresponds to the jet velocity. The excitation voltage will not 

change as it is predetermined but the output of the ZNMF device will be affected by 

the change in flow velocity; in fact control authority changes monotonically with 

flow velocity. It is possible then, for a synthetic jet actuator to become saturated. For 

a ZNMF flux device to be efficient, small perturbations from the actuator is 

preferable for controlling a flow; this is consistent with the finding of Pyragas [17] in 

the sense the small or low level control effort is all that is needed to confine a highly 

coupled nonlinear system to a periodic orbit or equilibrium limit cycle.  

 Modulation of Input Signals 

Piezo-based actuators as indicated have narrow band frequency responses, even after 

a design optimization has been performed [9]. Specifically, the Helmholtz frequency 

of the actuator is typically not located the frequency region of receptivity. To address 

this design limitation, [18], introduced amplitude modulation method.  Since a 
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piezobased ZNMF device is resonant driven with a periodic signal, it is possible to 

provide a harmonic wave train e(t) , which  is amplitude modulated to the actuator: 

      (1.1) 

where  is the amplitude of the carrier signal,   is the mechanical frequency of the 

actuator and    is the modulation amplitude ,   is the modulation 

frequency which is set at the desired frequency of receptivity of the fluid system. If 

one applies trigonometric identities, it becomes apparent the wave train contains 

frequency components at ,    and   at     . 

Many of the experimental flow control studies present in the literature are open loop 

control for fixed wing separation control applications. Initially, closed loop flow control 

studies were focused on the control of aeromechanical (or compressor) instabilities in jet 

engines and combustion instabilities. The increase in the level of sophistication in the 

control algorithms applied to aerodynamic flow control problems has been evidenced in 

the research work conducted on active control of cavity flows mainly by [19, 20]. Before 

describing some of these relevant works, it is important to understand some of the issues 

that face the development of appropriate and effective closed-loop control strategies. The 

successful application of closed-loop control is dependent upon the availability of a 

mathematical model that accurately represents the phenomena of interest; this is in fact 

the case for modern control theory. The difficulty with such models for flow control is 

that reduced order models (ROM) tend to be high dimensional and highly nonlinear. It 

should be stated that not every feature of a turbulent flow for example needs to be 

modeled and controlled; it is sufficient to capture only the dominant instabilities or large 

coherent structures [21] and in turn the model is computationally tractable.  One of the 
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main shortcomings of model reduction is the when a controller is applied to such a 

reduced order model; the result may not be realistic since the controlled result may have 

driven the model beyond its mathematical validity. Also it is difficult to accurately 

capture the transient growth of stable modes for a given flow problem. For example Joshi 

pointed out that in their application of a PI controller to transitional channel flow; it was 

observed that the control action induced an unobservable transient response that could 

trigger turbulence. In other words, the control action should not induce instabilities. This 

is holds true for controllers designed in the frequency domain. Controllers designed based 

on modern control theory are more suited to handling transient effects via eigenmode 

non-normality. However it may be more efficient in model based controllers to utilize 

robust control theory because these design methods have robustness properties embedded 

in them  that not only account for external disturbances, but also model uncertainties and 

errors. Error and uncertainties arise from the manner in which the models are formulated. 

Several mathematical methods are presented in the flow control literature and they are as 

follows: Proper Orthogonal Decomposition, the Galerkin Projection Method and 

Balanced truncation. The reader is directed to Rowley and Batten [21] for further details 

on each of these methods of model reduction. For completeness, there are computational 

approaches such as LES and DNS but are not necessarily appropriate for real time high 

speed computations associated with experimental active flow control. The issues 

discussed here are by no means exhaustive; for a more through survey of the 

multidisciplinary issues associated with active flow control the reader is directed to [22 

and 23]. Now let us revisit the discussion on cavity flows. Why are cavity flows 

important? The flow over open cavities is relevant in many aerospace, automotive and 
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naval applications. The freestream condition under which cavity flow are induced can 

vary from low speed incompressible flow to highly compressible supersonic flow. The 

flow conditions produce physical phenomena that have intense pressure fluctuations 

inside the cavity which are generally undesirable. The flow field characteristics and the 

intense aero-acoustic environment are driven by the interaction of the shear layer with the 

aft wall of the cavity. This interaction of the flow with the cavity wall setup a resonance 

characterized by tones in the unsteady pressure spectra. These tones are often 

accompanied by large amplitude broadband pressure levels that detrimental to the 

contents of the cavity and the vehicle itself; one such example is airframe structural 

fatigue in weapons bay cavities caused by the resonance [24]. In the context of the 

research task at Clarkson University, we will focus on some of the closed loop control 

algorithms applied to the cavity flow control problem.  

Debiasi and Samimy [25] present results of an   experimental investigation for controlling 

shallow cavity flow in the Mach number range of 0.25-0.5. The flow exhibits the staging 

characteristics that were predicted by semi-empirical Rossiter formula with multiple 

modes for the Mach number range of 0.32-0.38 and a single strong mode at other Mach 

numbers. It was found that forcing the flow at M0.3 demonstrated that the actuator had 

good authority over a large range of frequencies; to that end logic based controller was 

implemented to search the frequency space for the optimal forcing frequency. The logic 

based controller is based the application of three if statements related to the maximum 

sound pressure level and frequency. The controller operates in a closed loop fashion by 

using feedback information from the flow until it has found the satisfying forcing 

frequency, once the frequency is found it reverts back to an open loop scheme. The 
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controller was embedded in an outer loop that continuously monitored the flow and 

triggered a new search if there was an increase in spectral intensity or change in flow 

Mach number. The results generally showed a marked reduction in the frequency peaks 

associated with the baseline cavity flow. This controller did not require the use of a 

mathematical model.  In the experimental work of Caraballo et al [26], a reduced order 

model was developed from PIV images and combined with stochastic estimation based 

on six sensors. This model was then used in designing an optimal controller with the from 

Linear Quadratic Regulator (LQR) theory.  The experimental results show that for a flow 

Mach number of 0.3, the LQR based controller significantly reduced the amplitude of the 

stable limit cycle.  Kegerise et al conducted a two part cavity flow control experiment in 

which a fixed gain and adaptive controller were applied to the cavity flow-resonance 

problem. In Part One of the experiment, a generalized predictive control (GPC) algorithm 

was formulated. The control algorithm demonstrated it could suppress multiple Rossiter 

modes at a fixed Mach numbers ranging from 0.275-0.38. The controller performance 

was evaluated with output disturbance rejection and an input sensitivity transfer function. 

In Part Two of the experiment, an adaptive version of the controller was applied; The 

control algorithm utilizes a gradient decent approach  (the basis for the least mean square 

(LMS)  adaptive filter) to update the GPC coefficients at each step. The past input-output 

data and an estimate of the open loop response are used to implement the algorithm at 

fixed Mach numbers. The results show that the adaptive controller was able to suppress 

multiple frequency peaks at various Mach numbers and was also capable of sustained 

suppression from M0.275 to M0.29, beyond this range; the controller is limited by spill 

over induced by the fixed plant model used in the adaptive control algorithm. Here are 



 

 23 

but a few examples of the application of closed loop dynamic controllers to the specific 

flow control problem of open cavities; a thorough treatment of these activities can be 

found in [27].  It should be noted here that regardless of the controller design the 

resulting control signal must be incorporated into a harmonic voltage input signal to the 

actuator. As such, the parameters that can be adjusted by the designed control signal are 

the amplitude and the frequency. The criterion for selection of which parameter to use is 

most likely determined by the sensitivity of the flow system and the control task. 

However such design information is not often given explicitly in the research works on 

active flow control unless it is clearly stated. For the logic based controller example in 

which a harmonically driven    compression driver-diaphragm fitted with a converging 

nozzle was used, it was the frequency that was adjusted based on the changes in the flow 

condition. For the LQR example, it is not clear how the control signal was incorporated 

into the harmonic voltage input to the actuator. Mapping the control signal is an 

important detail when considering the design and implementation of control algorithms in 

a real time environment. We will now turn our attention to the application of adaptive and 

extremum seeking control algorithms to lifting surface, channel and flat plate flow 

control problems.  

Wu and Breuer [28] present experimental work on the control turbulent boundary layers 

in a water channel facility. The control scheme used in this experiment is called the 

Filtered-X-LMS algorithm (FXLMS). The FXLMS algorithm is based on the finite 

impulse response (FIR) version of the LMS adaptive filter. FIR filters are used because 

they do not induce phase distortion due to its inherent linear phase response and they 

computed without recursion and are always stable. For further details on the LMS 
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algorithm and the properties of FIR filters, refer to Haykin [29]. Rathnasignham and 

Breuer [30] found however the LMS approach was computationally intensive and was 

susceptible to changes in the flow system, actuator performance and sensor drift. Hence 

the application of the FXLMS filter. The FXLMS filter differs from the LMS filter in that 

the feedforward path contains an additional filter which essentially estimates any changes 

that may arise in the system dynamics and negates the effect of any phase delays. Note 

that there are different versions of the FXLMS algorithm. The results show that the 

FXLMS algorithm was able to integrate inputs from multiple sensors and isolate coherent 

structures and reject spurious small scale noise. The controller was also able to maintain 

control in the presence of large phase delays between reference and feedback sensors and 

the actuators.  The FXLMS algorithm also performs well in the presence of 

nonlinearities. The FXLMS algorithm readily implementable in practical flow control 

applications and is not model based.  

At TU Berlin, a technique for controlling Tollmien-Schlichting (TS) Waves was 

successfully implemented in low speed wind tunnel experiments to cancel TS-Waves in a 

two-dimensional laminar boundary layer of an unswept modified NACA 0008 wing. 

Naturally occurring TS waves were attenuated by active control down to 10 % of the 

wing chord. The control scheme used in this instance was again the FXLMS algorithm 

typically used in active noise control applications.  

Tian and Cattafesta present experimental results performed on a NACA 0025 airfoil [31]. 

An adaptive closed-loop controller (can be classified as system identification and 

disturbance rejection algorithm) is used to optimize the lift to drag ratio of post stall 
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separated. A more detailed description of this work is given Tian’s doctoral thesis [32]. 

The input to the actuators used multiple amplitude modulated (AM) or burst modulated 

(BM) signals that covered 33% of the airfoil span. A simplex optimization approach was 

applied to the lift and drag measured by a strain gauge balance for feedback and for 

searches for the optimal AM or BM actuation in the closed loop configuration. An energy 

penalty function based on electrical power consumption was of the actuators was added 

to the cost function to study the tradeoff between the aerodynamic performance and the 

power required for closed loop control. In the initial assessment of the aerodynamic 

characterization of the airfoil, it was observed that a convective instability was present in 

the separated shear layer and vortex shedding in the wake. The application of the closed 

loop control increased the lift-to-drag ratio by a factor of 3 due to small amplitude forcing 

(both AM and BM) of the nonlinear interactions between the convective instability and 

the vortex shedding global instability. 

A control system design that has been particularly successful in recent flow control 

experiments is extemum seeking control [33, 34, 35, 36, and 37]. Extremum seeking 

control does not require any model of the fluid system and has been shown 

experimentally to be very robust. This method measures signals and uses the information 

to maximize or minimize some quantity (e.g. minimize drag), and adjusts the value of a 

control system parameter in order to facilitate the extremization of this quantity. The 

tuning is performed by the superposition of small variations on the control parameter; the 

change in the control parameter depends on whether the quantity to be extremized is in 

phase or out of phase with the variations of the control parameter. The extremum seeking 

controller can be classified as a quasi-static control scheme.  This section served to 
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introduce the some of the challenges associated with active flow control; however a more 

in-depth discussion on the control theory and physical concepts related to controlling 

flow separation will be presented in Chapter 2. 

1.3.3  FLOW CONTROL APPLICATIONS IN AEROSPACE 

There are a significant number of fixed wing flow control studies in the literature, 

however in this subsection, only those flow control experiments pertinent to the work at 

Clarkson University presented. Lovato [38] conducted experimental work on a NACA 

0015 airfoil using acoustic excitation for flow control. The experiment was conducted for 

both a static and a dynamically pitching airfoil. Only the static airfoil results are relevant 

to the work at Clarkson. For the static airfoil, Lovato determined that the frequency, at 

which the free shear layer is most receptive to active control, is equal to four times the 

calculated vortex shedding frequency of the NACA 0015 airfoil studied in her 

experiment. The fundamental frequency researches a constant after the separation point 

arrives at the leading edge and the airfoil has stalled. Forcing at the fundamental 

frequency inhibits vortex pairing which prevents shear layer growth; the implication is 

that the separated region is then reduced as a result.  Control or forcing the flow at the 

corresponding sub-harmonics enhances vortex pairing which causes the shear layer to 

grow. The overall result from this experiment is that a 36% increase in the upper surface 

pressure coefficient was witnessed when airfoil was actuated in an open loop control 

configuration. Active flow control wind tunnel experiments were conducted at NASA 

Langley’s Low Turbulence Pressure Tunnel (LTPT) using a two-dimensional 

supercritical high-lift airfoil (Energy Efficient Transport) with a 15% chord hinged 

leading edge flap and a 25% chord trailing edge flap [39]. The focus of this work is the 
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application of ZNMF devices near the trailing edge flap shoulder at M0.1 and a chord 

Reynolds numbers with leading and trailing edge and trailing edge 

flap deflections of -25 degrees and 30 degrees, respectively. Active flow control was 

applied both upstream of the trailing edge flap and immediately downstream of the 

trailing edge flap should and the effects of Reynolds number, excitation frequency and 

amplitude are demonstrated. The excitations around the trailing edge flap are then 

combined to control trailing edge flap separation. The combination of two closely spaced 

actuators around the trailing edge flap knee was shown to increase the lift produced by an 

individual actuator. Phase sensitivity between two closely spaced actuators seen at low 

Reynolds numbers is confirmed at higher Reynolds numbers. It was found that the 

momentum input to completely control flow separation on the configuration required 

significant control power, more than the actuators were capable of providing.Greenblatt 

[40] used a NACA 0015 semispan airfoil with a chordwise split flap to demonstrate dual 

location separation control. The ZNMF perturbations were introduced first at the leading 

edge, the shoulder of the deflected flap separately and then in both locations 

simultaneously. Leading edge periodic excitation mimic the effect of a leading edge 

device and the flap shoulder excitations simulate additional flap deflection and have the 

effect of reducing drag. The simultaneous excitations at post stall angles of attack 

produce an increase in the wings lift that exceeds each of the jet locations individual 

contribution. When the excitation frequencies are the same, lift is strongly dependant on 

the phase difference between the two excitation locations. An optimum phase difference 

is reached when the suction stroke of the flap-shoulder control coincides with the 

minimum shear layer proximity to the flap surface. At the optimum phase difference, 
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increases in lift are observed over the entire semispan wing, resulting in the wing 

maximum lift coefficient between 0.24 and 0.44 depending on the flap deflection 

configuration and angle. Flap-shoulder control effectiveness does not diminish at the 

extremities of the finite inboard flap; neither inboard in the vicinity of the junction vortex 

nor outboard in proximity to the flap edge vortex. For large flap deflections across the 

entire span, flap-shoulder control excitations generate a powerful tip vortex that can be 

exploited for lift enhancement on low aspect ratio wings. The sensitivity to excitation 

phase difference is however decreased significantly as one moves toward the wing tip.  

An extensive series of wind tunnel tests were performed at the Illinois Institute of 

Technology’s large wind tunnel facility to examine effects of active flow control on an 

advanced high lift airfoil with a simple flap [41]. These tests were conducted under the 

auspices of the Boeing/DARPA/NASA/AFRL sponsored Adaptive flow control Vehicle 

INtegrated Technologies (ADVINT) program. The goal of the test program was to gain 

further insight into the mechanisms that govern active flow control for flow states with 

large separated regions and its effects on separation control versus circulation control. 

Steady   blowing was used extensively in conjunction with a surface tangent downstream 

facing slot located immediately upstream of the flap on the trailing edge of the main 

element. Amplitude sweeps were carried out for several flap configurations and 

freestream velocities over a wide range of angles of attack.  Nagib et al state in their 

conclusions, that improvements in the sectional lift coefficient do not necessarily imply 

that the separation region is being fully eliminated; but perhaps the circulation is being 

enhanced, hence the improvement in lift. They also state that controlling separation and 

circulation are coupled together. 
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Melton et al [42] present results on a NACA 0015 airfoil with 30% chord trailing edge 

flap tested at deflection angles of 0, 20 and 40 degrees. The primary objective this 

experiment was to compare force and moment data obtained from integrating the surface 

pressures to data obtained from a 5-component strain gage balance in preparation for 

further three dimensional testing of the model. Active flow control (unsteady excitation) 

was applied at an angle of 6 degrees where published results indicate that oscillatory 

momentum coefficients exceeding 1% are required to delay aerodynamic separation. 

Periodic excitation with an oscillatory momentum coefficient of 1.5% and a reduced 

frequency of 0.71 caused a significant delay of separation on the airfoil with a flap 

deflection of 20 degrees. Higher momentum coefficients at the same reduced frequency 

were required to achieve the same level of flow attachment on the airfoil with a flap 

deflection of 40 degrees. There was a favorable comparison between the balance and 

integrated pressure force and moment results. The experiment conducted by Melton et al 

[42] and Greenblatt [40] are very relevant to the research being conducted at Clarkson in 

that the results presented give researchers insight into the open loop actuated wing 

performance for various model configurations . 

 

 

 

 



 

 30 

1.4 RESEARCH OBJECTIVES 

1. Understand the open loop behavior of a NACA 0015 high-lift system and 

thenature of the flow physics of this system without control; 

2. To infer about the merits of selected control laws by representing the flow physics 

with a highly nonlinear dynamical system in order to understand the mechanism 

of synchronization as it relates to active flow control; from this evaluation select 

the appropriate control law(s); 

3. Demonstrate closed loop control experimentally and hence synchronization by 

implementing suitable control laws; 

4. Validate numerical investigations (using a chaotic attractor) with experiments, 

and analyze the experimental results using linear and nonlinear signal processing 

analysis which will expose the nonlinearities in the flow and help visualize the 

mechanism of synchronization.   

 

1.5 TECHNICAL APPROACH 

The closed loop separation research task is first initiated with the design and fabrication 

of synthetic jet actuators that are specially designed to fit inside a NACA 0015 airfoil 

with a simple flap. This is followed by the installation of an instrumentation package that 

consists of pressure transducers, a force balance strain gauge wire harness and an 

accelerometer. The data acquisition and control will be executed using hardware in the 

loop equipment. We will begin the experimental study with a wind tunnel test of the un-

actuated wing for the purpose of flow physics characterization and data analysis. From 
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the analysis, specific wing configurations and test conditions will be selected for open 

and closed loop control studies. This activity will be then followed by an assessment of 

the open and closed loop results. In parallel with this experimental activity, modeling and 

simulation of a dynamical system will be used to selected the control scheme to be used 

in the closed loop control of separated flows on the experimental test wing here at 

Clarkson University. 

1.6 OUTLINE OF THE DISSERTATION 

In the first Chapter a brief state-of-the-art on active flow control is presented. Chapter 2 

begins with the presentation of the theoretical background on the applicable control and 

dynamical systems theory followed by the simulation and modeling of a dynamical 

system under closed loop control and the data analysis methods to be used in this 

research. Chapter 3 describes the experimental design and the control system hardware 

and software configuration that will be used in this research. Chapter 4 will discuss the 

results obtained from the system identification wind tunnel tests on the un-actuated 

NACA 0015 single element high lift system followed by preliminary aeroacoustic 

assessment of the configured wind tunnel test section. In Chapter 5, the results of the 

open and closed loop control experiments are given and discussed. Lastly, Chapter 6 will 

consist of a summary and follow-on research directions. 
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CHAPTER 2.0: MODELING, SIMULATION AND CONTROL 
THEORY FOR ACTIVE FLOW CONTROL 

2.1   INTRODUCTION 

In this chapter we attempt to understand why the presence of unsteady periodic forcing of 

boundary layer causes the phenomena of boundary layer (BL) separation to be delayed or 

a separated wake to   reattach itself to a lifting surface. Using a chaotic attractor as an 

analogy for a turbulent BL, we present simulation results that provide some preliminary 

insight into the mechanism of synchronization which allows periodic closed loop control 

to be effective is the suppression flow instabilities and the reattachment of separated 

flows. Two candidate control laws based on Pyragas and Extremum Seeking Control are 

evaluated followed by an Adaptive PID controller. 

2.2 SYNCHRONIZATION AND ACTIVE FLOW CONTROL 

Synchronization is a basic nonlinear phenomenon in physics, uncovered by Huygens; 

specifically, Huygens found that two weakly coupled pendulum clocks (hanging on the 

same beam) became synchronized in phase [43]. There are many different types of 

synchronization such as complete synchronization, lag synchronization, generalized 

synchronization, phase and imperfect synchronization. With respect to active flow control 

we are interested in phase synchronization or frequency locking. Self-sustained 

oscillators that are external driven by a periodic forcing function exhibit frequency 

locking. Similarly, a fluid system is a weakly coupled nonlinear system that when forced 

by a periodic or unsteady excitation results in a re-organization of the flow structures 

present in the fluid systems hence the relevance of synchronization to active flow control. 

A typical boundary layer attached to a lifting surface possesses frequency scales or 
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modes. These frequency scales (or instabilities/frequency receptivity) can be exploited to 

affect the manipulation of the boundary layer. Experimental work has shown 

aerodynamic fluid flow to be sensitive to the magnitude of forcing and the input 

frequency. Seifert and his colleagues [44] point out the following: 

A fundamental mechanism that is often identified in SJ (synthetic jet) based separation control is 

the formation of large coherent structures in the separated shear layer due to oscillatory forcing. 

These structures entrain outer high momentum fluid into the boundary layer; there by delaying 

separation. However, the effectiveness of this mechanism relies on the receptivity of the mean 

flow to the imposed oscillations which in turn depends on the stability characteristics of the 

separated flow. Thus to be effective, the perturbations have to be of appropriate frequency and 

sufficient amplitude and be introduced at the right location in the boundary layer. 

Lovato (1992) [38] conducted active acoustic control experiments on a NACA 0015 

airfoil, for which tangential pulsed air was employed. The following conclusions were 

drawn: 

1. The fundamental frequency for a NACA 0015 airfoil is a function of angle of 

attack and freestream velocity prior to stall. This frequency is an integral multiple 

of the wake frequency. Post stall the frequency remains constant as the angle of 

attack increases and is a function of the freestream velocity only. 

2. Acoustic and pulsed air active control at the fundamental frequencies is successful 

in inhibiting the pairing of the vorticital structures in the separating boundary 

layer. Active control at the sub-harmonics of the fundamental frequency enhances 

vortex structure pairing. 

3. Active control at frequencies corresponding to the fundamental frequencies of the 

NACA 0015 airfoil and its sub-harmonics reduces the size of the post stall 
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separation region over the airfoil and results in increased surface pressure 

coefficient magnitudes. 

Experiments for the both static and dynamic airfoils cases, but only the static airfoils 

results are applicable to the AFOSR project at Clarkson University.  Joe et al [45] 

performed numerical simulations on a flat plate at Re=300 at high angles of attack with 

leading and trailing edge actuation. Their objective was the control of vortex shedding. 

The results demonstrated that vortex shedding was amplified when forced at this 

frequency resulting in larger lift oscillations; it was also noted that there was a sensitivity 

to phase angle (between the input and lift coefficient) at high angles of attack. A feedback 

controller was designed to generated stable phase locked limit cycles for a larger range of 

forcing frequencies. This provides the capability to have a sustained high lift condition. 

For the same flat plate configuration, Taira and Rowley [46] applied the extremeum 

seeking control algorithm in order to track and obtain the optimal forcing frequency in a 

continuous time manner. Preliminary results indicate that separated flows can lock on to 

such optimal forcing frequencies to maximize lift. From these few references one can see 

clearly that the mechanism that these researchers are attempting to exploit is 

synchronization. It is pointed out by Pyragas and others that there exists an infinite 

number of unstable periodic orbits (UPOs) that are embedded in a strange attractor. These 

UPOs can be stabilized by small perturbations. When we attempt to control the flow over 

a lifting surface with unsteady excitation we are in fact targeting these unstable periodic 

orbits in the flow; we know them as coherent structures.  A coherent structure for 

example is a pair of counter rotating vortices that tend to remain stationary and have 

more or less the same size [47].The best way to understand the concept of 
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synchronization is to perform a simple numerical experiment. To facilitate this we will 

now introduce the well-knownRossler oscillator.  The Rossler oscillator is the simplest 

chaotic system with continuous time, because it has a single second order nonlinear term, 

zxin its equations. The Rossler oscillator also exhibits strong phase coherence. The 

Rossler oscillator equations are given as follows: 

 

                                                                                      (2.1a, b, c)  

         

Where .  These parameters yield a Rossler oscillator in a 

chaotic regime.  In the physics literature there are two main methods for inducing 

synchronization; they are external forcing via a coupling with another nonlinear 

dynamical system and open loop periodic forcing. Since we are interested in the effects 

of closed loop excitation of fluid systems, we will use a simple method given by Pyragas. 

Pyragas presents work on time continuous self controllers [17]. The results show that for 

a relatively small feedback gain, stabilization of an unstable periodic orbit can be 

achieved. Pyragas makes reference to a ‘periodic external force of special form’. The 

special form that Pyragas discusses is of the form: 

                                                                          (2.2) 

The term   is the desired periodic orbit and the constant  k is known in the dynamical 

systems literature as a coupling constant and in the control systems community it is a 

proportional gain. The second term , is a state from the system that is feedback. 

Schematically the system is as follows: 
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Figure 2.1: System and Control Law [17] 

The specific control law for this numerical experiment will be of the form given in 

Equation 2.2 and can be written as follows: 

                                                            (2.3) 

 

From Equation 2.3, we can see that there are two parameters, the proportional gain and 

the forcing frequency. The numerical experiment will be conducted in two parts; the first 

part will evaluate the influence of the forcing amplitude governed by the parameter, k, 

and the forcing frequency will be held constant at twice the fundamental frequency of 

0.17 Hz. The second part will involve fixing the forcing amplitude k=1 and varying the 

forcing frequency at even multiples of the fundamental frequency. Before we present the 

closed loop results, the open loop dynamics of the Rossler oscillator are presented in 

Figure 2.2 and Figure 2.3. 
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Figure 2.2: Open Loop Dynamics of the Rossler Oscillator 

 

 
 

Figure 2.3: Rossler Oscillator: Open Loop Spectra 
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The Fourier spectrum of the Rossler oscillator is in general broadband and is 

characteristic of low dimensional chaotic systems i.e. one to three dimensions.  The 

reader will note that there is an arrangement of distinct peaks; these peaks correspond to 

the Rossler bands seen in phase plane of .The results are presented in the sections to 

follow consist of a 2 by 2 plot matrix. The first plot is the time history of the state X, 

followed by the phase plane (X, Y), the time series of the control signal, U, and then 

phase plane (U, X) which is called a Lissajous curve. 

2.2.1 THE EFFECT OF FORCING AMPLITUDE ON SYNCHRONIZATION 

For k=0.01 (Figure 2.4) we see that the interior Rossler bands appear to be squeezed 

together. This happens because certain frequencies are suppressed although still in a 

chaotic regime. The attractor still exhibits strong phase coherence. It should be pointed 

out that the forcing amplitude is very small yet we see significant changes to the features 

in the phase plane. Note that in the frequency spectra (Figure 2.5) we see that the largest 

peak associated with the natural dynamics of the system is moving toward 0.17 Hz. To 

the right of the largest peak we see that there are peaks missing as compared to Figure 

2.3; as mentioned previous these peaks are suppressed and this is how they present in the 

frequency spectra. For k=0.05, the influence of the forcing frequency is more 

pronounced. In the phase plane (X, Y) (Figure 2.6) we see that the Rossler bands collapse 

onto each other. Like the phase plane plot, the Lissajous curve (U, X) also shows the 

bands collapsing onto each other as expected. The frequency spectra (Figure 2.7) shows 

that there is a peak at 0.1129 Hz that is completely suppressed as are other modes to the 

left of the 0.168 Hz peak. 
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Figure 2.4: Closed Loop control of Rossler oscillator [k=0.01,fF=0.3417 Hz] 

 

 
 

Figure 2.5: Closed Loop FFT [k=0.01, fF=0.3417 Hz] 
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The peak located at 0.168 Hz will eventually pass through 0.17 Hz and keep increasing to 

the right with increasing feedback gain until the frequency of 0.34 Hz is reached; at this 

point we say that the system is synchronized. When the feedback gain is less than 0.2, we 

see that the eyelet expands (Figure 2.8) and converges to a tight band that encircles a 

spiral. The frequency spectra (Figure 2.9) shows that the region to the left of the 0.168 Hz 

peak now has no peaks, indicating that all low frequency modes have been completely 

suppressed. 

In general, when the feedback gain is increased, the closed loop system under goes a 

bifurcation; this bifurcation can be characterized by either a Lyapunov exponent or a 

parametric plot that consists of the feedback gain, k on the horizontal axis and the state, 

say X on the vertical axis. When this is done it was found that a gain equal to 0.2 (Figure 

2.10) resulted in the collapse of the eyelet in the phase plane (X, Y). This collapse or 

shrinking of the eyelet means that the phase coherence is being destroyed; beyond this 

value of feedback gain the Rossler attractor is then frequency locked. 

Removal of the transient reveals a rotated elliptical double limit cycle, in both the phase 

plane (X, Y) and the Lissajous curve (U, X). The coupled limit cycle indicate that there 

are two frequencies present. This observation is supported by Figure 2.12 where we see 

two frequency peaks. This 0.1716 Hz peak will migrate toward the prescribed forcing 

frequency of 0.34 Hz also seen in Figure 2.12. 
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Figure 2.6: Closed Loop control of Rossler oscillator [k=0.05, fF=0.3417 Hz] 

 

 

 
 

Figure 2.7: Closed Loop FFT [k=0.05, fF=0.3417 Hz] 
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Figure 2.8: Closed Loop control of Rossler oscillator [k=0.1, fF=0.3417 Hz] 

 

 

 
 

Figure 2.9: Closed Loop FFT [k=0.1, fF=0.3417 Hz] 
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Figure 2.10: Closed Loop control of Rossler oscillator [k=0.2, fF=0.3417 Hz] 

 
 

Figure 2.11: Exposed limit cycle [k=0.2,fF=0.3417 Hz] 
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Figure 2.12: Closed Loop FFT [k=0.2,fF=0.3417 Hz] 

A further increase in feedback gain to 0.4 reveals that the period of time over which the 

initial transient response takes place is reduced as shown in the inlay of Figure 2.13. At 

the center of both phase planes we see a limit cycle [(X, Y), (U, X)]. Again if one 

removes the transient, a period one orbit is exposed (Figure 2.14) indicating that there is 

now only one frequency associated with this closed loop system. The frequency spectrum 

again supports this finding (Figure 2.15).The next section will discuss the effect of 

forcing frequency on the mechanism of synchronization.  
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Figure 2.13: Closed Loop control of Rossler oscillator [k=0.4, fF=0.3417 Hz] 

 
Figure 2.14: Exposed limit cycle [k=0.4, fF=0.3417 Hz] 



 

 46 

 
 

Figure 2.15: Closed Loop FFT [k=0.4, fF=0.3417 Hz] 

 

2.2.2   THE EFFECT OF THE CLOSED LOOP FORCING FREQUENCY 
ON SYNCHRONIZATION 

For this part of the numerical study, the feedback gain, k is set equal to unity and the 

forcing frequency is varied. In Figure 2.16, it can be observed that closed loop forcing at 

the fundamental frequency of 0.17 Hz causes a significant reduction in the amplitude of 

the time history as compared to the open loop time history. For the frequency spectra 

corresponding to 0.17 Hz we see that there is a single peak at 0.17 Hz, but reduced in 

amplitude. When the forcing frequency is increased to twice the fundamental or 0.34 Hz, 

it is observed that the amplitude of the time series further reduces in magnitude; this 

corresponds to what is seen in the spectra. Specifically, we see that there is a rounded 

peak at 0.17 Hz, indicating that the natural dynamics of the chaotic Rossler attractor is 

suppressed. The secondary peak to the right is located at 0.34 Hz the prescribed forcing 
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frequency. The Rossler attractor, when forced at 2 times its fundamental is frequency 

locked; this indicated by the fact that we see only one very sharp peak at 0.34 Hz. 

 
 

Figure 2.16: Effect of Variation of Closed Loop Forcing Frequency 

 

2.2.3 TIME FREQUENCY ANALYSIS 

The mechanism of synchronization allows one to manipulate the frequencies in a system 

as well as their amplitudes, modes shapes and degree of regularity. The application of 

closed loop control enhances frequency manipulation. In Lovato’s dissertation, one of the 

recommendations given was that wavelet transforms are to be used to help determine 

flow frequencies in both time and space; to that end a wavelet transform is one of many 

time-frequency analysis methods by which one may evaluate events and nonstationary 

processes in aerodynamic, aeromechanical and acoustic signals. In general, the main use 

of a time frequency approach for studying time series (that could be nonstationary) is to 

analyze the time variation of the spectral quantities. It stands to reason that one can then 

visualize the time-frequency variation of the modes in both the open and closed   loop 
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Rossler attractor.  A time frequency distribution that is commonly employed is the 

Wigner-Ville distribution (WVD). In general the WVD is a measure of the signal at a 

past time with the same signal at a future time point [48]. The drawback is that this 

creates cross terms (interferences) which tend to show up as highly oscillating terms that 

result from the superposition of spate spectral components of the signal; sometimes these 

cross terms make it difficult to interpret the spectrogram or time-frequency map. 

Depending on the application, one can remove these interferences by averaging but this 

will reduce the resolution.  By definition the WVD is the Fourier transform of the central 

covariance function. For any time series , we can define the central covariance 

function as: 

                 (2.4) 

 

Then the Wigner-Ville distribution is: 

                (2.5) 

Using the Time Frequency Toolbox, it is possible to change the colour map to contours 

making the cross terms more visible and use the cross terms help in task of interpreting 

the results. Figure 2.17 shows the spectrogram for the open loop Rossler oscillator. In this 

time-frequency map we can observe the following things; we see that there are several 

frequency components that do not vary with time. There are what appear to be smeared 

spectral elements below the constant frequency of 0.05 Hz. There is a strong constant 

frequency line at 0.17 Hz, the fundamental frequency of the un-controlled attractor. 

These lines of constant frequency correspond to what is found in the FFT of the same 

signal. This open loop spectrogram also shows the strong phase coherence of the Rossler   

atractor. When closed loop control (Figure 2.18) is applied to the Rossler attractor at 
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k=0.2, we find that following changes are observed in the time-frequency map; the mode 

contours below 0.05 Hz show what appears to be an exponential- like decay with time 

over duration of 100s. The space above the low frequency modes does not have any cross 

terms which means that the controller causes a time frequency variation. We can observe 

a line of cross terms about a constant frequency about 0.08 Hz and above that we also 

note that there no cross terms. The remaining modes located normally found in between 

the major spectral peeks, have been pulled toward the spectral element located at 

approximately 0.1716 Hz. It is interesting to note that the fixed forcing frequency of 0.34 

Hz or twice the fundamental frequency does not show up in the time frequency map were 

as it is visible in the FFT for this case.  

 
 

Figure 2.17: Open Loop Spectrogram of the Rossler attractor 
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Figure 2.18: Spectrogram for controlled Rossler attractor 

 

In this section we have seen the difference between the two routes to synchronization, 

mainly phase/frequency locking and suppression. Suppression in the context of 

synchronization does not mean a full collapse of the resulting limit cycle as would 

expected the control problem one of regulation, but suppression here means the reduction 

in amplitude of the limit cycle. Phase/frequency locking and suppression manifests 

themselves in both the phase space and the frequency spectra. For phase/frequency 

locking, in the phase space, when a control parameter is increased, a critical value will be 

approached such that a limit cycle is born and will reach finite amplitude if persistent 

excitation used as a control signal. In the spectra, the peak associated with the natural 

dynamics of the system moves to coincide with the prescribed forcing frequency. For 

suppression, the limit cycle seen in the phase space shrinks to become a stable limit cycle 

and in the spectra, the peak associated with the natural dynamics of the system no longer 
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moves but, the amplitude becomes smaller and will eventually vanish, leaving only the 

peak associated with the control signal. Earlier in the chapter some pertinent results from 

Lovato’s research indicated that there was indeed as sensitivity when forcing the flow at 

fundamental frequencies; for example the post stall region was reduced in size and 

mainly active control at the fundamental inhibits vortex pairing. In this numerical study 

we have seen that when forcing a nonlinear system at particular frequencies that certain 

modes are inhibited in a similar manner to that reported by Lovato. The next section will 

detail some the data analysis methods that will be used on the data collected from the 

aerodynamic system identification and real time control experiments. 

2.3 SIMULATION OF AN ADAPTIVE PID (PROPORTIONAL) CONTROL 
& EXTREMUM SEEKING FEEDBACK FOR EXPERIMENTAL ACTIVE 
FLOW CONTROL 

In has been stated in Section 2.2 of this chapter that aerodynamic flows are nonlinear in 

nature. Rigorous mathematical modeling yields the well-known Navier-Stokes equations 

(nonlinear PDEs) for which attempts have been made to develop controllers for these 

equations. However the controllers developed are not readily applicable for real time 

experimental implementation. Earlier in the chapter we have seen that a simple controller 

with carefully selected parameters yield a stable synchronized nonlinear plant. But the 

controller is a fixed gain-fixed frequency controller and cannot adapt to changing plant 

characteristics. This will be the case for aerodynamic flows which are time varying and 

non-stationary in nature.  Garwon et al [49] demonstrated that combined adaptive PI and 

extemum seeking controllers (Figure 2.19) could successfully decrease the size of the 

recirculation region on a backward facing step. The inner loop was formed by the PI 

controller that was tuned based on an ISTE tuning rule and the outer loop was formed by 
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the extremum seeking feedback used to estimate the optimal forcing frequency. This the 

first only instance (as far as the author is aware) of an adaptive PID controller being 

applied to experimental active flow control research. Extremum seeking control by itself 

was used by Taira [46] for the inclined flat plate in low Reynolds number flow 

(computational), UTRC for the asymmetric diffuser [33] and a high lift system [36]. For 

further details on the application of extremum seeking control the reader is referred to 

Chapter 1, page 25.  In this section, we will explore what happens to a nonlinear system 

i.e. the Rossler attractor when it is subjected to and adaptive PID controller ( time varying 

gain-fixed forcing frequency) and extremum seeking feedback (fixed gain- time varying 

forcing frequency) using the controller structure previously defined by Pyragas (See 

Equations 2.2 and 2.3). Further, addition of a time varying feedback gain and extremum 

seeking feedback will extend the methods of Pyragas. 

 

Figure 2.19: Schematic of closed loop control for backward facing step [49] 

 

 

Recall  that:                                       (2.9) 

Suppose that the feedback gain, k is derived from the following adaptive tuning rule: 
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     (2.10) 

The second term is to account for any unmodeled dynamics; this term is called the -

modification term and  is the adaptation parameter. Let  , then 

Equation 2.10 can be rewritten as: 

                 (2.11) 

Let u=   then: 

                            (2.12) 

Using the Laplace transform   ,   we arrive at the following: 

                          (2.13) 

In the time domain, k(s) becomes:  

                      (2.14)                   

So that control force can be rewritten as follows: 

                    (2.15) 

The complete closed loop system is show below in Figure 2.20. The Simulink block 

labeled ‘Adaptive Proportional Gain’ contains the time varying gain and is schematically 

depicted below in Figure 2.21. 



 

 54 

 
 

Figure 2.20: Adaptive Proportional controller configuration 

 

 
Figure 2.21: Schematic of the Time Varying Proportional Gain 

 

 
Figure 2.22: Time histories: Control Force, Gain and Phase Plane plot 
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For the adaptive proportional gain application the results show that the time varying 

proportional gain settles into a limit cycle as does the control force at a fixed frequency of 

0.17 Hz. The time varying gain with adaptation parameter, and  result in an 

average gain of 0.7521. The adaptive proportional gain allows for rapid synchronization 

of the Rossler attractor with the forcing frequency of 0.17 Hz as is indicated by the period 

1 limit cycle in also in Figure 2.22.  

If the forcing frequency is increased, the magnitude of the average feedback gain 

increases in a nonlinear manner (Figure 2.23). This indicates that increased control power 

is required to decrease the diameter of the limit cycle; in fact the orbit shown in Figure 

2.22 becomes a rotated ellipse as a result of the increased control power. The slope of the 

curve starts to flatten out at 0.34 Hz indicated the sensitivity/receptivity of the attractor to 

this forcing frequency. 

 
Figure 2.23: Average Control Gain vs. Frequency 
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By now the reader is familiar with the open loop response of the Rossler attractor (Figure 

2.3). In comparison to the closed loop frequency response, it can be observed that there is 

a 10 dB reduction in magnitude at 0.17 Hz. Also note that all other modes have been 

suppressed with exception of the higher harmonics of the fundamental frequency.  The 

adaptive PID controller in this simulation has encourages synchronization in a nonlinear 

plant and responds quickly to the time dependant changes in the nonlinear plant, similar 

results were obtained by Lin et al [50]. Based on the initial results presented, it is felt that 

this controller is appropriate for experimental implementation in the upcoming closed 

loop flow control experiments.  

 

Figure 2.24: Frequency Spectra comparison (Adaptive PID) 

The next simulation is of a fixed gain-time varying forcing frequency controller, where 

the frequency is changed by an extremum seeking feedback loop. The extremum seeking 

controller (Figure 2.25) consists of two filters, a low pass filter and a high pass filter, an 
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integrator and a signal generator which provides the controller with periodic persistent 

excitation.  The output signal, y passes through the high pass filter. The high pass filter 

removes the mean value but not the perturbation frequency, ω.  The product of the 

filtered output and the zero mean sine signal leads to a zero mean signal as long as the 

maximum is not obtained. This signal is then passed through a low pass filter to extract 

the new mean value. Change of  due to integration is the result until the output,  

converges towards the optimal one. The choice of gain, cut-off frequencies, amplitude 

and frequency of the sine signal determines the speed of convergence. The reader is 

directed to Krstic and Wang [51] as they have provided a rigorous first proof of stability 

for general nonlinear systems. When implementing a time varying frequency using the 

extremum seeking controller, initial simulation runs reveal that the frequency signal 

sometimes becomes negative; negative frequencies have no physical meaning. Therefore 

an absolute value block must be used to ensure the correct physical interpretation. 

 
 

Figure 2.25: General schematic of Extremum Seeking Controller [54] 

 

The control signal of a similar structure but with a forcing frequency that varies with time 

and a fixed gain. The control force is written is the following manner: 
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                  (2.16) 

The Simulink realization of the extremum seeking controller on the inner loop is shown 

below in Figure 2.27. 

 
Figure 2.26: Extremum Seeking Controller in Simulink 

 

 

Figure 2.27: Fixed Gain-Time Varying Forcing Frequency configuration 
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The extremum seeking tuning criteria used in the simulation are as follows: 

 

The low and high pass filter cut-off frequencies are to 0.0424 Hz and the perturbation 

frequency set to 0.0849 Hz with amplitude a= 0.1. The fixed gain, k, is set equal to 0.4. 

The control force is irregular because of the time varying frequency, but provides 

broadband persistent excitation. This attribute is ideal if one is to sufficiently promote 

coupling between modes in a weak nonlinear system such a fluid flow. 

 

Figure 2.28: Control Force and Time Varying forcing frequency 
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Further inspection of the frequency time history reveals that there is an event that occurs 

between say 80 s and terminates at about 150s. During this time interval, the forcing 

frequency climbs to 0.7 Hz, nearly four times larger than the fundamental (0.17 Hz); it is 

also noted that the amplitude of oscillation recorded from the Rossler oscillator output 

starts to decrease shortly after 50 s (Figure 2.29). The mean of forcing frequency time 

history is about 0.17 Hz, the natural dynamics of the Rossler attractor. It is possible that 

because the feedback gain is fixed, the time varying frequency compensates in order to 

reduce the amplitude. More signal processing is required to verify this.  

Figure 2.29: Rossler Closed Loop Time Histories 

 

For the same value of feedback gain, in the fixed gain-fixed frequency case (See Figure 

2.14), the closed loop response is period one orbit, but time varying frequency causes the 
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orbit to decrease, ultimately collapsing what left of the Rossler eyelet. In the frequency 

domain (Figure 2.30), there is broadband attenuation of all modes, unlike the resulting 

closed loop spectra for the adaptive PID controller (Figure 2.24) and a 31dB attenuation 

of the natural dynamics of the Rossler attractor. 

 

Figure 2.30:  Frequency Spectra Comparison (Extremum Seeking) 

 

2.4 DISCUSSION  

In this section it has been demonstrated via simulation that both of these controllers 

extend the methods of Pyragas and promote good synchronization between the control 

force and the nonlinear plant. For the extremum seeking controller, the optimal forcing 

frequency based on the power spectra 0.1792 Hz, and 4.9% higher than the fundamental 

frequency of 0.17 Hz. These controllers are simple yet very effective and can be 
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implemented with little difficulty experimentally as demonstrated by the various research 

teams. In simulation the adaptive PID controller is able to suppress the chaotic behavior 

of the Rossler system; however experimental implementation might prove to be 

challenging because of the voltage constraint on the synthetic jet actuators. Specifically, 

the adaptive PID controller works because the gain magnitude changes with time and it 

must not be restricted in any way or else it will not be able to deliver the control authority 

demonstrated in simulation. The voltage constraint may remove the very property that 

makes the adaptive PID effective. The extremum seeking controller is designed 

specifically for dealing with nonlinear plants like the chaotic Rossler system or an 

experimental aerodynamic flow system. The extremum seeking controller is effective 

because after a few cycles, the controller is able to lock into unstable periodic orbits or 

optimal vortex shedding frequencies for which the flow is receptive under challenging 

plant conditions; for the experiment this means flow conditions at the post stall angle of 

attack. What these controllers have in common is the application of broadband excitation. 

The implication here is that a nonlinear system either contrived or experimental, selects 

from a range of frequency scale(s) to lock into. The closed loop controller configuration 

forces the system to remain frequency locked. In this way both controllers are effective. 

However practically speaking, the extremum seeking controller is more experimentally 

appropriate given some of the hardware limitations.  
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CHAPTER 3.0: EXPERIMENTAL HARDWARE AND 
INSTRUMENTATION 

This chapter provides a brief discussion on the fabrication and assembly of the 

experimental hardware and instrumentation required to execute and complete the given 

research objectives. 

3.1 THE HIGH SPEED WIND TUNNEL 

The Clarkson University wind tunnel (Figure 3.1) is an open circuit wind tunnel equipped 

with a Howden Buffalo 179 HP AXIVANE Fan. The tunnel is capable of producing 70 

m/s (M0.205 at sea level under standard day conditions). The test section is 121.92 cm x 

91.44 cm x 152.4 cm. The test section floor and ceiling are made of medium density fiber 

wood; the removable floor and ceiling make it possible to modify the test section for 

specific aerospace and automotive research testing. The side walls of the test section are 

made of clear plexiglass for optical access. For turbulence reduction there are two 

conditioning screens and settling chamber up stream of the test section. The wind tunnel 

is not treated acoustically. 

 
Figure 3.1: Wind Tunnel Test and Test Section 
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3.2 NACA 0015 AIRFOIL 

The model used for this research is a NACA 0015 airfoil fitted with a simple trailing edge 

flap. The chord is 30 cm and the span is 40 cm with a maximum thickness of 4.5 cm at 30 

% of the chord. The model is made of 6061 Aluminum. This material was selected 

because its manufacturability and light weight. The wing is designed to accommodate 

two arrays of synthetic jet actuators and instrumentation; specifically the wing has a 

cavity which provides access to the model instrumentation .There are eleven holes of 1 

mm diameter; eight on the main element and three on the trailing edge flap. These holes 

are for the pressure transducers (See Section 3.4).  The wing assembly is modular, it is 

comprised of 6 pieces in the spanwise direction that are fastened  

 
Figure 3.2: Partial Wing Assembly 

 

together by three brass tubes and held together by three corresponding threaded 

compression rods (Figure 3.2). The flap is located at 75% of the chord; this flap location 

was selected because is recommended in McCormick [52] that the optimal flap chord 

ratio is 0.25. The trailing edge flap is connected to the main element via one the brass 

tubes and threaded compression rod. To ensure that the flap angle is the same throughout 

the span of the wing, the flap segments are held in place with pins (Figure 3.3). The brass 



 

 65 

tube and compression rod is located at the center of the leading edge of the flap serves as 

the hinge line for the trailing edge flap. The flap is manufactured with holes that allow 

researcher to set specific flap angles. These flap angles are 0, 5, 10, 20, 40 degrees 

(Figure 3.4). The flap has a wire channel on the right side which allows for a wire harness 

access from the main element cavity to the cavity inside the flap.  

 
Figure 3.3: Flap segments with pin holes 

 
Figure 3.4: Wing Schematic 

 

The wing is mounted to the six axis force balance by a strut made from aerodynamic 

tubing. The strut is attached to a support plate that fastened to the pressure side of the 

airfoil. The strut also accommodates wire harnesses for the synthetic jet actuators and the 
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pressure transducers that are embedded inside the wing. In order to ensure two 

dimensional flow about the wing, false walls are installed in the test section. One of the 

walls is made of plexiglass for optical access for PIV image capture and the other is made 

of plywood. The inside of the plywood wall is painted black as is the wing in order to 

prevent any reflection during the flow visualization process.  

 
Figure 3.5: Strut with wire harnesses 

 

 
Figure 3.6: False walls in test section 
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3.3 AEROLAB SIX AXIS FORCE BALANCE 

A six axis internal force balance systems is used to obtain force and moment 

measurements on the airfoil and control pitch (angle of attack) and yaw of the airfoil 

model.  The force balance system includes a specially machined load cell fitted with 

strain gauges. 

 
Figure 3.7: Wing mounted on Force Balance 

The tip of the sting is located at exactly the center of the test section. The motion of the 

force balance is computer controlled via Labview codes. The calibration of the force 

balance is accomplished by applying weight to a calibration bar and measuring the output 

voltages. A calibration matrix aids in the conversion of voltages. The force balance is 

rated at 444 N in the normal direction, 111 N in the axial or drag direction and maximum 

side force of 333 N. The pitch, yaw and rolling moments are rated at 22.5 Nm, 16.9 Nm 

and 16.9 Nm respectively.  In Figure 3.5, the reader will notice that the wing and strut are 

welded to a socket designed to accommodate the sting. The wing is kept upright and 

parallel to the tunnel floor by locking screws that are tightened with an Allan key.  
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3.4 SENSORS 

The wing is instrumented with eleven equally spaced PCB 103B01 pressure transducers 

placed in series along the chord of the wing.  There are eight transducers located on the 

main element of the airfoil and three transducers located in the flap. The locations are 

indicated in Figure 3.8. The pressure transducers are signal conditioned and powered by 

three 4 channel PCB Model 482 C Series Signal Conditioners. Each transducer comes 

with a calibration chart and a sensitivity value. 

 
Figure 3.8: Pressure transducer locations 

 

The pressure transducers have a resonant frequency of 13 kHz; the data is sampled at 8 

kHz. In addition to the pressure sensors, an accelerometer will be added to the 

instrumentation package in order to assist in the investigation of flow induced vibration 

caused by bluff body vortex shedding at high angle of attack as well as providing the 

means to obtain the true angle attack in the ‘wind on’ condition; this is needed because it 

has been observed that the sting deflects when loaded with the wing and 

airloadcombined. The accelerometer is a PCB 352A56 with a frequency range of 0.5 Hz 

to 10 kHz and a resonant frequency of 45 kHz. The accelerometer will be mounted close 

to the centerline of the strut. 
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3.5 DIRECTED SYNTHETIC JET ACTUATORS 

The synthetic jet actuators are designed to be integrated into a NACA 0015 airfoil. The 

directed synthetic jet (DSJ) design is primarily based on the work of McCormick [55]. 

The study of DSJs began is an investigation into candidate solutions for separation 

control for helicopter rotor systems, in particular the suppression of retreating blade stall. 

A DSJ is equipped with a tangential slot as shown below in Figure 3.9. 

 
Figure 3.9: Directed synthetic jet [52] 

 

During the ingestion part of the cycle, the jet draws low momentum fluid in from the near 

wall region which brings the higher momentum fluid closer to the surface of the airfoil. 

On the exhaust stroke, the actuator injects high momentum flow into the flow at an angle. 

It has been recommended that this injection angle be less than 45 degrees [53]; the angle 

of injection was chosen to be 30 degrees for this project due to the curvature of the 

NACA 0015 airfoil at the leading edge and the manufacturing constraints imposed by an 

angle less than 30 degrees. The synthetic jets designed by Gilarranz [13] are piston driven 

and no explicit reason is given for the particular design of the slot except for the purpose 

of turning the flow. The overall design does however consider the space constraints 

inside the wing. In the work of Nagib [14], the drivers are voice coils shrouded by a 2 
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dimensional curved slot designed by CFD methods; space constraints were also 

considered in this design to the extent that the synthetic jet was placed in the trailing edge 

flap. The Clarkson actuators are piezo- based and are comprised of circular unimorph 

from Omega Piezo, a stereo lithographed support structure and a clamping ring to enforce 

the boundary conditions at the periphery of the unimorph. McCormick pointed out that 

one of the loss mechanisms in synthetic jets is the dump loss caused by the vena contracta 

at the mouth of the orifice on the cavity side; it is also the source of distortion of the 

harmonic velocity signal. To mitigate the loss mechanism, the 2D slot is shaped like a 

diffuser and thus it allows for the application fluid machinery design principles discussed 

in Cocanower [54]. This approach was not taken with the other designs. The 2D slot is 

treated as a 2D diffuser shown in Figure 3.10. Note the equation describing the geometry 

is given also. 

 
Figure 3.10: Two dimensional diffuser [55] 

 

When the slot is treated as a diffuser, the designer can control the pressure recovery.  The 

following design charts were used to obtain the geometry of the diffuser-slot: 
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Figure 3.11: Diffuser flow regimes [55] 

 
Figure 3.12: Area Ratio vs. Non-dimensional Diffuser Length [54] 

 

It is however more efficient and accurate to utilize the following relationships in the 

design of the diffuser-slot: 

tan21
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        (3.1) 

Using these relationships one can now obtain the final diffuser parameters to be used for 

engineering drawings and manufacture. The parameters are given below: 
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Figure 3.13: Cavity and diffuser-slot 

 

It was noted in Ausseur’s dissertation, that the synthetic jet arrays, when tested did not 

register the same frequency for each jet. One possible source of these differences is the 

degree of clamping. Upon further inspection of the NACA 4412 arrays it was found that 

the unimorph was attached to the actuator housing on one side only. The literature on 

synthetic jet actuators provided a possible solution to this boundary condition issue; 

Mossi [56] demonstrated experimentally that there is a relationship between clamping 

pressure and diaphragm deflection and hence natural frequency. For this experiment, the 

synthetic jet arrays are designed such that the practitioner can tune the natural frequency 

of the individual jets in the arrays. To accomplish this support structure is designed to 

accommodate an aluminum compression ring and neoprene o-rings held in by screws 

(Figure 3.14) 
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Figure 3.14: Compression Ring Assembly 

During, the assembly process it was discovered that plastic stereolithographed support 

structure cannot support more than 20 in-oz of torque as such these test articles are 

acceptable to move ahead with basic characterization. Initial analysis was performed 

using a MATLAB code developed by the University of Florida based on the work of 

Gallas [7, 57]. The characterization of the synthetic jet actuators is completed using a 

Polytech PVS-400 laser vibrometer in order to tune the peizo-membranes. The velocity 

measurements were obtained using a TSI IFA- 100 hotwire anemometer with a single 

hotwire probe operating in constant temperature mode. The transfer functions of the 

leading and trailing edge actuators are shown below in Figure 3.15 and Figure 3.16. The 

leading edge synthetic jet has a peak velocity of 13.9 m/s at 1100 Hz and a secondary 

velocity of 1.4 m/s at 1800 Hz.  The trailing edge jet has a peak velocity of 19.74 m/s at 

1000 Hz. It should be noted that both of these fluidic devices have a dominant narrow 

band characteristics which indicate the nonlinear nature of piezo-driven synthetic jets. 

From a control systems stand point, the energy of the aerodynamic flow for both low and 
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high speed cases is below 500 Hz. The frequency of the both jets are well above 500 Hz, 

therefore a nonlinear forcing function maybe required to excite the flow in its frequency  

region of receptivity. From past experiments documented in the literature on active flow 

control, we know that the flow is sensitive to dual location excitation. Further, the flow 

also responds to the phasing of the actuator arrays. 

 

 
Figure 3.15: Transfer Function: LE SJA 
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Figure 3.16: Transfer Function: TE SJA 

 

 

3.6 REAL TIME CONTROL HARWARE AND SOFTWARE (dSPACE™) 

The DS1103 PPC Controller Board is specially designed for the development of 

highspeed multivariable digital controllers and real time simulation. It is a real time 

control system based on a Power PC processor. The dSPACE 1103 ACE Kit provides a 

means by which researchers can rapidly develop controller and implement control system 

designs and assess their performance. dSPACE has been used extensively in closed loop 

active flow control. The DS1103 board has a bus frequency of 133 MHz. It also has 16 

muxed channels equipped with 4 sample and hold analogue to digital conversion (ADC) 

with 16 bit resolution and 4 channels each equipped with one sample and hold ADC. The 

schematic below shows (Figure 3.17) the integrated system used in the experiment. 

Included in the instrumentation package is a wire harness from the AEROLAB Force 
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balance which allows the author to obtain time series from the force balance strain 

gauges.What allows researcher to develop controllers and collect data simultaneously is 

the supporting software called Control Desk. For example, the data for the aerodynamic 

system identification experiments is collected via a Simulink block system that is 

constructed to read the pressure transducer and force balance signals (Figure 3.18) 

 

Figure 3.17: Schematic of Experimental Setup 

On the left hand side, the three MUX-ADC blocks are a special dSPACE block set in the 

Simulink library. These blocks contain the channels which the transducers and force 

balance (on the right hand side in red) signals are plugged into. These blocks perform the 

analogue to digital conversion; this makes it possible for engineers to collect the data or 

have the signals operated on mathematically as if you were running a simulation. Once in 

the Control Desk environment, you will have the options for displaying the real time 

signals (Figure 3.19) and data acquisition configurations. 
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Figure 3.18:  Data Acquisition block diagram 
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Figure 3.19: Real Time Signal/System monitoring 

 

 

 

Figure 3.20: Real Time Control Work Station 

 

Figure 3.21 shows how the open loop feedforward control was implemented in the 

Simulink environment. Specifically, the reader will note that there are two carrier 

function generators; their purpose is to drive the piezo-discs at their natural frequency 

while the secondary sinewave generators provide a common modulating frequency to 

both channels. There is a constant with a value of 1 and block names ‘SAFE’, this allow 

the operator in the dSPACE Control Desk environment to be able to shut off the 
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feedforward control via a virtual push button. In this way the operator control the when 

the control voltage is turned on without interfering with the data acquisition function. 

This schematic corresponds to Equation 1. Starting in the upper left corner of Figure 

3.22, the reader will note the red dSPACE Simulink blocks; these blocks facilitate the 

acquisition of data from the six axis force balance. Below in the red box (dashed outline) 

there are three pulse/sinewave generators. The first two are assigned to Channels A and 

B, front and rear synthetic jet arrays respectively. These generators provide the closed 

loop control voltage to the hardware. The third is a test sinewave generator which allows 

the practitioner to perform a diagnostic and calibration procedure before supplying power 

to the arrays. This accomplished by attaching a B & C cable from the DS1103 board to a 

storage oscilloscope; using a T-junction, tap from this signal and route it to the input side 

of the Trek amplifier. Next, attach a multimeter to the output side of the Trek amplifier 

and read the voltage. By completing this procedure, one can check the voltage and the 

waveform before supplying power to the arrays. There are two manual switches to the 

left of the red box (dashed outline) located in the red circles; these manual switches allow 

you to command only the test generator and terminate the closed loop command voltages. 

Inside the solid blue box is the plant/wing. The virtual wing is configured such that the 

data acquisition function happens simultaneously with closed loop control once a 

feedback switch is closed and the power is on. The reader will note that each of the three 

sensor clusters has a common constant (orange block) with a value of zero. When you 

wish to select a particular pressure transducer feedback signal, the state of the switch can 

be manually changes. In the off position the signal is routed to the zero constant, this 

effective terminates the signal. In the one position, the signal is routed or passed to a 
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summing junction (blue block). From the summing junction, the signal is passed to a 

boosting gain and a low pass filter. The boosting gain accounts for any attenuation that 

results from the low pass filter. The low pass filter is a Butterworth filter of order 125 and 

has a cutoff frequency of 500 Hz. From the low pass filter the signal is then passed to the 

modified Extremum Seeking (ES) Controller (located in the purple box). The output from 

this controller is the multiplied to the first two generators in the red box (dashed outline). 

This forms the real time nonlinear control scheme used during wind tunnel testing. In 

order to adjust controller parameters, once the model is transferred in to the Control Desk 

environments, the model root (like a skeletal system) allows the operator to access all 

signals and parameters. These can now be transformed into toggle switches or dials with 

indicators which let the operator see the value of the parameter. These parameters can 

also be modified in real time.  

 

 
 

Figure 3.21: Open Loop Control Block Diagram 
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Figure 3.22: Closed Loop Control Schematic for adaptive control 

 

 

 

 

 



 

 82 

CHAPTER   4.0: ANALYSIS OF UNSTEADY SEPERATED FLOW 
USING SURFACE PRESSURE MEASUREMENTS & 
AEROACOUSTICS 

4.1 INTRODUCTION 

 

In Chapter 1, the research objective stated that there is a requirement to characterize fully 

the aerodynamics and the aero-mechanical response of a NACA 0015 based single 

element high lift system. The current chapter aims to satisfy, at least in part the stated 

research objective given in Chapter 1, Section 1.4. Insight into the flow physics occurring 

in an airfoil boundary layer is particularly instructive for the purposes of modeling, 

simulation and the implementation of both open and closed loop control. Specifically, the 

purpose of the baseline test is to obtain insight into the aerodynamic characteristics of the 

un-actuated NACA 0015 airfoil in both cruise and high lift configurations. Specifically 

we are looking to identify the natural frequencies (or frequency scales) present in the 

flow over the wing especially those at the stall onset, stall and post stall conditions for the 

purposes of real time control applications.  For Reynolds numbers less than 500,000, 

laminar separation occurs. In this flow regime, when the boundary layer on the upper 

surface of the airfoil separates and forms a separated shear layer. In some instances, the 

separated shear layer fails to reattach, forming a wide wake as shown in Figure 4.1. At 

higher Reynolds numbers, a turbulent separated shear layer may reattach, resulting a 

laminar separation bubble (Figure 4.2). A change between these two flow regimes is 

generally unsteady in nature and occurs over a finite range of Reynolds numbers for a 

given angle of attack. Huang and Lin [58] conducted experiments on a cantilevered 

NACA 0012 airfoil. The results show that the evolution of the vortex shedding behind the 

airfoil at low angle of attack is closed related to the behavior of the shear layer 
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instabilities. At high angles of attack, the low frequency vortex shedding is superimposed 

by the high frequency shear layer instabilities; this is so because the vortex shedding 

frequency decreases with increasing angle of attack. Huang and Lin also pointed out in 

the Reynolds number/angle of attack domain i.e. parameter space there are four 

characteristic modes associated with vortex shedding; they are laminar, subcritical, 

transitional and supercritical modes. At significantly high angles of attack (i.e.  is 

considered to be deep stall [59]) the wing experiences bluff body shedding which is the 

dominant characteristic of the flow. For our experiment, deep stall is  .Huang and Lin 

indicated that for the bluff body effect there is no unique wave frequency, however, it is 

not clear to the author whether no unique wave frequency means the vortex shedding 

frequency or the shear layer frequency. It has been shown by Tian experimentally that a 

wide wake has a shear layer frequency; this has also been demonstrated computationally 

by Mittal et al [8].  Perhaps Huang and Lin’s statement in [58] might be indicating 

indirectly (as they did not generate any frequency spectra) that the bluff body effect 

yields a broadband frequency domain response.  

 

 
Figure 4.1: Low Reynolds number flow without reattachment [60] 
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Figure 4.2: Low Reynolds number flow with reattachment [60] 

 

4.2   DATA ANALYSIS METHODS 

The pressure signals are generally noisy. In order to remove the noise from the signal in a 

holistic manner, the signal was truncated and then averaged; it was found that other 

methods of filtering might introduce spectral artifacts when performing signal processing. 

For these experiments, all the data records are 30 s in length and sampled at 8 kHz for the 

aeroacoustic study (Section 4.3) and 9 kHz for all other experiments. When the data 

record (with time) is time averaged, the resulting number of samples is 40,000.  The 

frequency resolution at 9 kHz is 0.225 Hz for 40,000 samples. The frequency resolution 

at 8 kHz is 0.2 Hz also for 40,000 samples. The experimental technique for collecting the 

data involves waiting at least one minute after changing the angle of attack, tunnel speed 

(for closed loop control) or the forcing/modulation frequency  (for open loop control) 

before recording the data. For a description of the experiments see Chapter 5. The results 

are presented using the RMS pressure distribution (or RMS pressure versus sensor 

location).  The RMS pressure is calculated in the following way: 

          (4.1) 
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where i  is from 1 to 11 indicating the number of transducers and the pressure time series 

is time averaged as described above. The RMS pressure is non-dimensionalized by 

dynamic pressure,  .  The reader will note the use of power spectral density 

estimates (PSDs) and Fast Fourier Transforms (FFTs) throughout the thesis.  Power 

spectral density estimates involve windowing; and one must select an appropriate 

window length and window i.e. like a Hanning window to arrive at a meaningful 

frequency resolution. The problem with using a windowed PSD is that the selection of 

certain windows can smear out frequency scales that might otherwise aid an engineering 

analysis. To address this problem, time averaged FFTs are used. The time averaged FFT 

offers spectra with good frequency resolution and a clean or low noise presentation of the 

stationary frequency components contained in the signal. In Chapter 2, the use of the 

Wigner-Ville time frequency distribution was presented. This is made possible by using 

the Matlab based Time Frequency Toolbox (TFTB). The TFTB works well with signals 

that are either generated from simulations with short time durations or longer simulation 

times with low sampling frequencies; this is not appropriate for application to 

experimental signal processing because it results in computer memory error issues when 

the sampling frequency is very high. From a practical implementation standpoint, it made 

sense to use wavelet scalograms which circumvented the computer memory issue and 

accommodated the kHz range sampling frequencies associated with this experimental 

work while providing the time frequency analysis capability. From a research standpoint, 

wavelets are well suited for analyzing multiscale signals with intermittency. Continuous 

wavelets provide better frequency resolution and the transform itself is a band-pass filter. 

For this research, we have decided to use the Morlet and Mexican Hat wavelets. The 
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Morlet wavelet (Figure 4.3) is best suited to the analysis of locally periodic signals. The 

Mexican Hat wavelet (Figure 4.4) is best suited to analyze individual extrema. In 

addition, the Mexican Hat wavelet is closely related to a normalized Gaussian Filter. 

 

Figure 4.3:  Morlet Wavelet 

 

Figure 4.4:  Mexican Hat Wavelet 

The mathematical definitions for each of the wavelet are provided below: 

        (4.2) 

         (4.3) 

The implementation of the wavelet transforms (scalogram) is facilitated by a Matlab 

toolbox developed by Professor Jacques Lewalle of Syracuse University.  
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4.3   FLOW INDUCED NOISE SOURCES 

Initially the experiment was conducted with the synthetic jet actuator slots open .This 

however produced an acoustic disturbance that became very pronounced at 4, 6 and 8 

degrees angle-of-attack. This is evident from the foremost transducer x/c=0.1826, located 

downstream the SJA slot.  The reader will note that there is a frequency peak that 

fluctuates about 423 Hz in all of the power spectra plots; this will be discussed later in the 

text.  At 4 degrees three very round distinct frequency peaks equally spaced at 825.5 Hz, 

1238 Hz, and 2100 Hz appear (Figure 4.5). At 6 degrees, the 825.5 Hz peak decrease in 

amplitude and peak at 590.5 Hz appears; the peak at 1238 Hz shifts to 1014 Hz and is 

considerably more pronounced. It is also observed that 1438 Hz appears and the rounded 

2.1 kHz remains. At 8 degrees, the author believes that the 590.5 Hz shift to 715.5 Hz and 

is very sharp; the other modes seem to be suppressed with the increase in angle of attack 

(Figure 4.6). Typically, a cavity that is exposed to a fast moving boundary layer will 

develop resonant modes. As the velocity increases these modes establish a standing wave 

pattern similar to that which is developed in open cavities. Beyond the critical velocity, 

the frequency peaks will lose their sharpness. In this case, the velocity was held constant 

and the angle-of-attack was changed; increasing the angle-of-attack had the same effect 

as velocity in that the peaks at 4 degrees rounded and at 8 degrees, certain peaks sharpen 

and increase in amplitude. As with cavity flows, once the resonant modes reach the 

equilibrium limit cycle state often indicated by a large amplitude frequency peak, there 

are reflections that take place inside the cavity and spill out into the shear layer; spill over 

results in the propagation of the acoustic disturbance downstream of the open SJA slots . 

All the frequency peaks to the right of the 423 Hz are due to the open slots, this is 
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confirmed by the fact that at 10 degrees all that remains is the frequency peak about 423 

Hz (Figure 4.6). Note that as the angle-of-attack increases, spectrum becomes 

increasingly more broadband. The broadband response is an indication that the flow over 

the wing is turbulent and the pressure gradient is becoming more severe with the increase 

in angle of attack.  

 
Figure 4.5: Spectra 0-4 degrees AoA 
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Figure 4.6: Spectra 6-10 degrees AoA 
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Figure 4.7: Spectra 12-16 degrees AoA 
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Figure 4.8: Spectra 18-20 degrees AoA 

 

The experiment was repeated with the slots covered. At 4 degrees, it is shown here that 

the rolling peaks observed in the first experiment are no longer present (Figure 4.9); and 

at 8 degrees the peak at 715.5 Hz has been removed (Figure 4.10).  
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Figure 4.9: Spectra at 4 degrees AoA, Slots Closed 

 

 
Figure 4.10: Spectra 6-8 degrees AoA, Slots Covered 
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Let us now revisit the earlier statement about the 423 Hz peak.  At first, it was thought 

that the wind tunnel facility had a Helmholtz frequency, but Helmholtz tones tend to be 

associated with open cavities. The 423 Hz tone is nearly 3 times that of the blade passage 

frequency of the lift fan at 165 Hz and is too low to be a shear layer mode.  What remains 

is that this frequency is coming from the wind tunnel test section configuration. 

Specifically, the test section configuration at Clarkson University is such that each false 

wall is parallel to the sides of the wind tunnel test section hence the walls form a 

converging duct; the false walls form a flat plate cascade. In general, a typical rectangular 

or unstaggered cascade system (Figure 4.11) is defined as an array of parallel or annular 

plates in the plane of a gas or any compressible fluid, and is generally assumed to be 

subsonic. The on-coming flow produces a wake at the trailing edge of the false wall 

cascade which generates an acoustic resonance. These acoustic resonances can interact 

with the structural resonances of the cascade itself.  

 
Figure 4.11: Flat Plate Cascade [61] 

 

Runyan et al [62] provide a derivation for an airfoil between solid, reflecting walls using 

the subsonic integral equation for lifting surface theory. It was noted that the kernel of the 
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integral equation relating lift pressure to the downwash boundary condition became 

infinite at frequencies equal to: 

               (4.1) 

where   is the speed of sound in air  and h is the height of the tunnel. When n=1, this is 

the lowest frequency in the series and it is termed the tunnel resonance frequency. Now 

the diagram given by Parker (Figure 4.11) schematically represents h as the separation 

distance between plates; but Runyan indicates that h is the height of the tunnel. In order 

clarify this; one has to consult another of Parker’s works [63] and [64, NASA CR-4671]. 

In these references it is indicated that the separation between the plates is the correct 

parameter to be substituted into equation 4.1. When this is done, the acoustic resonant 

frequency is 423.107 Hz. The experimental result is 423 Hz at 0 degrees angle of attack. 

 
Figure 4.12: Test Section Configuration 

 

In ref [64], it is stated that for certain velocity ranges the vortex shedding frequency from 

the cascade will become synchronized with the acoustic resonance frequency. For flat 

plates with a blunt trailing edge (as is the case for our test section configuration) the 

vortex shedding frequency will lock on to a higher acoustic resonance. If the velocity 

were to increase further, the cascade vortex shedding frequency may jump to the next 
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highest acoustic resonance frequency. However, the velocity is held constant at 35 m/s 

but the angle of attack is changing. As the angle of attack is increases the frequency peak 

tends to exhibit frequency creep to the left and right of 423 Hz in small magnitudes. 

When the angle of attack becomes greater than 15 degrees, the Parker mode increases 

from 423 Hz to 425 Hz. At 22 degrees, the frequency jumps to 440Hz (Figure 4.13 ). It is 

possible that the bluff body wake is interacting with the cascade wake which causes an 

amplification of the acoustic mode, hence the variation of the Parker mode with angle of 

attack, particularly in the post stall regime. 

 
Figure 4.13: Parker Mode Variation with Angle of Attack 

 

As a result of this finding, it is recommended that the wind tunnel testing for AFOSR 

project refrain from being tested at this velocity or have the trailing edge of the false 

walls made sharp at the trailing edge. The existence of the Parker Mode acoustically 

contaminates the experimental data. Further, all subsequent wind tunnel tests will be 

conducted with the slots covered regardless of whether the synthetic jet have the driver 
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hardware in the housings or not. The slot will remain covered for the baseline/system 

identification tests. 

4.4 UN-ACTUATED FLOW PHYSICS 

For the given configuration (with actuator slots open), the pressure fluctuations increase 

along the chord of the airfoil (See Figure 4.14). The pressure fluctuation profiles are both 

similar in shape but are slightly shifted due to the flap deflection. The primary reason for 

the similarity in profile is due to the recirculation region associated with these wing 

configurations.  The increase in pressure fluctuations indicates that the flow is separated 

from the airfoil. Similar flow behavior i.e. large amplitude pressure fluctuations have 

been observed in the conduct of flow control experiments on backward facing steps and 

ramps. Specifically, for the   case, the first three pressure transducers show a 

slight increase in the fluctuation amplitude over the deflected flap configuration. The 

mid-section pressure fluctuations are only marginally higher due to the flap deflection, 

but converge to the same fluctuation level at the trailing edge. Figure 4.15 is an excerpt 

from a 30s data record. The length of the time series was reduced to 0.5s so that the 

reader may better observe the features of the time series. The time series are arranged in 

order of location from leading edge to trailing edge. The time series set show the 

presence of spike trains. Visually there are no significant features in the times series of 

the  flap case and so they will not be presented here. Spike trains or bursting 

dynamics is the primary mode of electrical activity in a variety of biological systems 

including the human brain. Spike trains are an indication of phase multi-stability. Phase 

multi-stability generally assumes that there is a coexistence of two or more synchronous 

states. As alluded to earlier in the text there is a recirculation and reverse flow region 
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above the wing in the current configuration. This is confirmed by PIV work completed by 

Kabiri [65]. Specifically, there is a standing vortex that covers the trailing edge flap; 

further upstream from the flap but before x/c=0.2660, the velocity contours in this region 

creep upstream and then rapidly change direction. This flow behavior accounts for the 

large amplitude pressure fluctuations seen in the chordwise direction (Figure 4.14). 

Figure 4.16 shows a waterfall plot of the power spectral densities along the chord of the 

wing. If one examines the amplitude of the frequency peaks, in particular the first peak 

located at an average frequency of approximately 33 Hz, the reader will note that the 

power increases as one moves from leading edge to trailing edge. It can be observed that 

here are frequency peaks located at 32.68 Hz, 162.86 Hz, 230.57 Hz, 925.55 Hz and 1092 

Hz. The power at these frequencies increase in magnitude as the flow convects 

downstream of the leading edge. The increase in power at the trailing edge, in particular 

over the last three pressure transducers is due to the presence of a standing vortex that 

was mentioned earlier. In addition, the slots of the synthetic jet actuators are uncovered 

and as such the grazing boundary layer interacts with the open cavities producing self 

sustained acoustic excitation that generates a sound pressure field that is radiated out into 

the separated wake. It should be noted that the first mode however is significantly less 

than both the Helmholtz and natural frequencies (1800 Hz, 1101 Hz). 
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Figure 4.14: RMS Pressure vs. Chordwise Position 
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Figure 4.15: Pressure Sensor time series 
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Figure 4.16: Chordwise Power spectra,  

 

Next we present the result of the time frequency analysis (via wavelet transforms) of the 

measured chordwise pressure fluctuations.  There are eleven time frequency maps and 

they are presented in order of location i.e. from leading edge to trailing edge.  At x/c= 

0.1826 (Figure 4.17), the Morlet scalogram shows a band of low energy centered on 37 

Hz with some intermittent higher energy bursts. The low energy events are in fact 

indications of weak local periodicity in the flow at this chordwise station. The first local 

periodic event occurs at 93.13 ms at a frequency of 37.84 Hz. The second occurs at 0.9s 

also at 34.7 Hz. About 0.1s later we observe a burst at 1s at a frequency of 63.64 Hz. In 

time interval between 1s and 2 s, there is no significant local periodicity, but there are 
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high energy events that occur at frequencies greater than 50 Hz across the time series. 

Other events occur at 2.33s, 2.8s, 3.17s, 3.6s and 4.33s with a variation in frequency 

between 34 Hz and 38 Hz.  For the regions in which there is weak periodicity, the 

corresponding interval on the Mexican Hat scalogram shows large variations in 

frequency and significant modulation over those time intervals, with lots of activity 

above 50 Hz. In the Morlet scalogram, there is little activity below 29 Hz. The 

intermittent finger like patterns above the narrow frequency band indicates that flow is in 

a chaotic regime.  

 

Figure 4.17: Wavelet Map, x/c=0.1826,  
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Although the flow is not controlled here, the narrow band seen in the first wavelet map is 

an indication that there is weak synchronization of the flow at that location even though 

the periodicity is not that strong. Note also that the root mean square pressure amplitude 

and power at this location is low (See Figures 4.14 and 4.15).  At x/c= 0.2293, again we 

see temporal episodes of weak localized periodicity and that is intermittent. There are 

high energy events located at 2.228s, 2.53s, 4.1s and 4.5s and range from 34 Hz to 38 Hz. 

At this location we start to see the appearance of weak periodicity below 29 Hz 

accompanied by high energy events located above 50 Hz.  

 

Figure 4.18: Wavelet Map, x/c=0.2293,  
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In Figure 4.14, we see that at x/c=0.2660, the RMS pressure at this location is 

significantly lower than the previous two chordwise stations. The Morlet wavelet map 

(Figure 4.19) at this location shows a significant breakdown in periodicity and coherence. 

There are four high energy events of very short duration located at 0.46s at 31.82 Hz, 

2.44s at 34.7 Hz, 3.47s at 31.82 Hz and at 4.4s also at a frequency of 31.82 Hz. This loss 

of periodicity and coherence is primarily due to the changes in flow direction as it is 

located at the upper edge of the recirculation region. The absence of coherence at this 

location could indicate that the separation line.  

 

Figure 4.19: Wavelet Map, x/c=0.2660,  

As we start to physically enter the recirculation region, the Morlet wavelet map at 

x/c=0.3026 shows that the synchronization of the flow is more persistent at this 
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chordwise station. At this location (Figure 4.20) we see that there is a loss of periodicity 

after 3.5s (see right of black line). Before this time, there are events at 0.22s, 0.69s, 2.24s 

and 3.48s, all ranging from 34.7 Hz to 41.27 Hz. Again, the Mexican hat wavelet map 

indicates that events where there is a loss of periodicity, there is still significant 

modulation of the flow which is accompanies by large changes in the frequency at these 

instances in time. 

 

Figure 4.20: Wavelet Maps, x/c=0.3026,  

 

At station x/c= 0.3393 (Figure 4.21), strong periodicity is observed at the time intervals 

of 0-1s, 2.5s-4s and 4.1s -5s. According to the supporting Mexican Hat scalogram the 

flow is heavily modulated. In general, the transducers located directly in the recirculation 

region exhibit increased frequency locking/synchronization. The synchronization is 
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indicated by a contraction of the time frequency space about a single frequency band. In 

addition to the contraction we see that there is persistent strong local periodicity. Given 

the experimental nature of this work, it may be necessary to develop a secondary 

condition under which we may evaluate frequency locking such as a cross correlations at 

a given frequency line. There are however, time intervals in the contraction that show a 

loss of periodicity and coherence. For example, at x/c=0.3760, there is a time interval 

from 0.5s and terminating at 1.5s in which there weak local periodicity. At x/c=0.4126, 

the temporal location of weak periodicity is shifted to the right and starts at 1.2s and 

terminates at 2s.Again the Mexican hat scalogram indicates that although the periodicity 

is marginal, the flow is significantly frequency modulated over the 800 millisecond 

duration. The chordwise station x/c=0.4493 is located just before the TE flap hinge. 

Again weak localized periodicity, yet the flow is still locked in at his location. Before 

0.5s, there are three high energy events followed by a temporal region of weak local 

periodicity starting from 0.75s and terminating at 3.2s. This region is much longer in 

duration than the previous sensor locations. At locations x/c=0.7483, x/c=0.7846 and 

x/c=0.8210, there is a marked increase in sustained local periodicity i.e. the high energy 

periodic events are persistent over the 5s time span. The ‘finger’ structures seen above 50 

Hz, are more regular in time and there is very little time frequency activity below 29 Hz 

at these sensor locations; this likely due to the contraction caused by the flow 

synchronization. As a first assessment, the flow after x/c=0.3026 is passively frequency 

locked/synchronized by the recirculation region that covers nearly 60% of the chord 

(which is dominant) and the interaction of the flow with leading array slots.  
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Figure 4.21: Wavelet Maps, x/c=0.3393,  

 

 

Figure 4.22: Wavelet Maps, x/c=0.3760,  
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Figure 4.23: Wavelet Maps, x/c=0.4126,  

 

 

Figure 4.24: Wavelet Maps, x/c=0.4493,  
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Figure 4.25: Wavelet Maps, x/c= 0.7483,  

 

 

 

Figure 4.26: Wavelet Maps, x/c= 0.7846,  
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Figure 4.27: Wavelet Maps, x/c= 0.8120,  

 

 

Earlier it was pointed out that for the  case; the average frequency of the first 

mode is approximately 33 Hz. For the   case the frequency is slightly higher but 

not by very much at 34.67 Hz. This is due to the sustained 51 Hz recorded by the 

transducer at x/c=0.2660 and the flap deflection. More investigation is required to 

understand why there is a 51 Hz tone at that location when everywhere else we observe 

that the frequency is effectively 33 Hz (Figure 4.26). If we were to consider the 51 Hz 

tone an outlier and remove it from the analysis, then the dominant frequency is still 

approximately 33 Hz for the flap deflected case. The flap deflection has caused a 

reduction in the magnitude of the first mode while the second tone located at 132.65 Hz 

has been amplified and increases in magnitude as a function of distance (Figure 4.27). 
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Figure 4.28: Chordwise Variation of Frequency  
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Figure 4.29: Chordwise Power spectra,  

 

 

 In a similar manner, the peaks located at 843.43 Hz and 925 Hz show amplification as a 

function of chordwise distance. The PIV results for a similar configuration show that the 

recirculation region has shifted toward the trailing edge and within the recirculation 

region there appears to be two sub-regions; this would account for the increased RMS 

pressure at the rear of the wing; to clarify a re-distribution of energy between the 

frequency scales results in the similar RMS pressure profile along the wing, that is most 

of the energy appears to be transferred to the peak located at 132.65 Hz. The time 

frequency analysis for the   case shows that the global flow condition appears to 
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be similar to the  case. One might have drawn this conclusion based on the results 

presented in Figures 4.14 and 4.28. As the flow convects downstream of the leading edge 

with the flap deflected, the local periodicity and flow modulation becomes stronger and 

sustained; similar to the  case as such the time frequency maps for the  

will not be presented here. Given that the time series show spike trains it might prove 

useful to examine the pressure traces of the separated flow with the Hilbert Huang 

Transform (HHT); perhaps by decomposing the signals and then applying the wavelet 

transforms to the resulting Intrinsic Mode Functions (IMF) we could gain further insight 

to the time-frequency response of the separated aerodynamic flow. All of the above 

results hold true for the case where the slots are covered, with the exception of the RMS 

pressure distributions. A comparison of RMS pressure distributions with slots coved and 

without (Figure 4.30), reveals that the passive acoustic excitation created by the 

uncovered slots is able to provide some suppression of the pressure fluctuations between 

the transducers at x/c= 0.4493 and x/c=0.7483. When the slots are covered, the slope of 

the pressure fluctuations between the transducers located at x/c= 0.4493 and x/c=0.7483 

is greater than that of the slot uncovered. The frequency of the first mode with the slots 

covered is still approximately 33 Hz. 
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Figure 4.30: Comparison of RMS Pressure distributions 
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CHAPTER 5.0: ACTIVE CONTROL RESULTS (OPEN & CLOSED 
LOOP) 

5.1 INTRODUCTION 

 

In this chapter we present the results of the active control phase of the project. Three 

different experiments were conducted; they are amplitude modulated Dual Location Open 

Loop Control, Adaptive Control with Amplitude Modulation using Direct Sensor 

Feedback and Adaptive Control with Amplitude Modulation using Extremum Seeking 

Control. All the closed loop experiments are dual location. The text that follows describes 

the experimental implementation and results and inferences based on signal analysis. The 

analysis presented uses the spatial variation of the root mean square pressure fluctuations, 

power spectral density estimates, Fast Fourier Transforms (FFTs), and time frequency 

analysis which consists of the application of the Morlet and Mexican Hat wavelets. A 

description of these methods can be found in Chapter 4 of the thesis.  

5.2 DUAL LOCATION OPEN LOOP CONTROL 

The open loop control task was conducted using dual location excitation similar to that 

described by Greenblatt [40]. For our experiment, the feedforward control signal used 

was an amplitude modulated sinewave given by: 

               (5.1) 

Note that the directed synthetic jet arrays operated at different carrier frequencies, 

specifically the leading array operated at 1195 Hz and the trailing edge array at 1197 Hz.  

The phase angle is used alternate the momentum addition cycles of the synthetic jet 

arrays with respect to each other. The modulation frequency, which is typically aimed at 
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exciting the frequency based region of receptivity. For the wing configurations of 

with , at a tunnel speed of 5 m/s, the modulation frequency was 

varied from 5 Hz to 245 Hz with the carrier phase angle at zero degrees. Based on the 

recorded force measurements selected modulation frequencies were chosen to conduct 

carrier phase angle sweeps. The selected modulation frequencies are 10 Hz, 25 Hz and 

200 Hz for carrier phase angles from . Again, based on the previous 

experience, for  , the modulation frequency sweep ranged from 5 Hz to 50 Hz in 

increments of 5 Hz. This was done so that we could study the response of the flow to 

open loop control in the frequency range where we believe the vortex shedding frequency 

to be. This was followed by a post stall wing configuration of  with 

. The modulation frequency was varied from 5 Hz to 100 Hz at a tunnel speed 

of 5 m/s. In addition to the experiments mentioned above, for the  case, the tunnel 

lift fan was turned off, but the synthetic jet arrays were active. The frequency sweep 

range is the same as the ‘wind-on’ cases. This test was completed so that we might gain 

insight into the effect of the boundary layer and wake on the control authority of the 

actuators in the open and closed loop control configurations.  Only the post stall wing 

configurations will be presented here.   We will begin with the RMS pressure distribution 

(Figure 18) for the clean wing configuration ( ).  The RMS pressure 

distribution shows a marked sensitivity to the changes in modulation/forcing frequency. 

Superimposed on this plot is the un-actuated RMS pressure distribution. In each case, 

there are leading edge pressure fluctuations that result from the excitation by the 

actuators, this result agrees well with work presented in papers Jnl of Aircraft Vol. 29, 

No. 5 [66] and AIAA Jnl. Vol. 28, No. 8 [67]. There are strong pressure fluctuations at 
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x/c=0.2293; this location is sensitive to changes in modulation/forcing frequency. The 

same holds true for the secondary location at x/c= 0.3393. Initially, for the closely spaced 

frequencies (5 Hz-45 Hz in steps of 5 Hz) show a tightly spaced RMS pressure 

amplitudes located at x/c=0.2293. For the modulation frequencies of 20 Hz, 25 Hz and 45 

Hz are the RMS pressure distributions that have a peak at x/c=0.2293. For the modulation 

frequencies of 40 Hz, 50 Hz, and 60 Hz, the RMS peaks are lower in magnitude. Note 

that there is no appreciable difference in the RMS pressures at x/c=0.2293 for the case 

where the forcing frequency is 100 Hz and the carrier frequency is both equal and not 

equal on both channels. The pressure fluctuations in the rear under control are 

significantly lower than that of the un-actuated case. Note that there is a negative slope 

associated with the open loop suppression of pressure fluctuations toward the trailing 

edge of the wing. For the forcing frequency of 90 Hz, there is a uniform amplification of 

the pressure fluctuations between x/c= 0.4493 and x/c=0.7483.For the high lift 

configuration ( ), the RMS pressure distributions (Figure 5.2) reveal 

that there is a spatial sensitivity to modulation/forcing frequency; particularly at the 

following chordwise locations x/c= 0.2293, x/c=0.2660 and x/c=0.3393. At x/c=0.3026, 

it is observed that there is very displacement of the pressure amplitude at this location. 

An assessment of the quiescent (i.e. the lift fan was turned off) acoustic response of the 

wing revealed that for this location, RMS pressure remained constant until 70 Hz. It 

stands to reason that even with the flap deflected we are observing similar behavior. 

More work is required to understand the interaction between the flow and the acoustic 

properties of the given aerodynamic configuration. For the forcing frequencies of 45 Hz 

and 90 Hz, the RMS pressure distributions show that there is a shift from x/c=0.2660 to 
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x/c=0.2293; the acoustic test indicated that the displacement of the pressure fluctuations 

occurred at x/c=0.2293. So one can infer from that the interaction of the acoustic field 

and aerodynamic flow causes a chordwise shift in pressure. 

 

 

Figure 5.1: RMS Pressure Distributions- Clean Wing Configuration (Frequency Sweep) 
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For all the frequencies except the 100 Hz case show that the pressure recovery location is 

around x/c=0.4126. For the forcing frequency of 100 Hz, the recovery location has 

shifted upstream to x/c=3393. Chang, Hsiao and Shyu show that for various angles of 

attack this length scale remains constant but an increase in forcing frequency resulted in 

the decrease of this length scale. In our case the angle of attack and airspeed were held 

constant and the forcing frequency was varied, but increases in forcing frequency did not 

necessarily produce a reduction in the pressure recovery length scale. For example a 

forcing frequency of 90 Hz did not generate a reduction in the pressure recovery length 

scale. Again there are complex interactions of aerodynamic flow and acoustic fields that 

require a detailed experimental investigation in order obtain insight into the effects of 

these interactions on the control of aerodynamics flows. For both the clean and high-lift 

configurations we will examine the frequency spectra and the time frequency response of 

the flow at a forcing frequency of 100 Hz. We have elected to use time averaged FFTs 

because it provides a more accurate initial assessment of frequency scales that are present 

in the flow; the power spectral density depending on the windowing selected may ‘smear’ 

out frequency scales that maybe important. Figure 5.3 shows the un-actuated FFTs in a 

three dimensional format. In this way we capture the evolution of the coherent structures 

and energy as one moves from the leading edge to the trailing edge. It is observed that for 

the un-controlled flow, the amplitude/power of the coherent structure increases as one 

progresses toward the trailing edge. Again the un-controlled vortex shedding frequency is 

33 Hz. 
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Figure 5.2: RMS Pressure Distributions- High-Lift Wing Configuration (Frequency Sweep) 
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Figure 5.3: Un-Actuated Flow Frequency Spectra (FFT) 

 

 

Figure 5.4 shows a similar plot for the open loop control of the clean wing configuration. 

It is observed that the first four pressure transducers show an amplification of the 

separated flow/wake. After x/c=0.3026, we see a marked reduction in the pressure 

fluctuations, with some persistent chordwise development of coherent structures between 

0 and 50 Hz. In Figure 5.1, we see that the slope of the line formed between the pressure 

transducer located at x/c=0.7483 and x/c=0.7846 is negative, indicating a further decrease 

in pressure fluctuations toward the trailing edge.  The excitation frequency of 100 Hz has 

a favorable effect on this post stall flow condition. We will examine in more detail the 

frequency scales the result from exciting the flow at 100 Hz. To accomplish this, two 
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dimensional plots of the FFTs will be presented. At x/c=0.1826, the frequency scales that 

present are located at 12.36 Hz, 38.18 Hz, 43.40 Hz and 67.98 Hz. The same frequency 

scales are seen at x/c=0.2293. At x/c=0.2660, it is observed that the same frequencies are 

present but we begin to see the emergence of coherent structures located at 119.90 Hz 

and 142.40 Hz. On the main element of the airfoil there appear to be two dominant modes 

of vortex shedding, they are located 43.40 Hz and 200 Hz. These modes coexist together. 

In addition, at x/c= 0.4126, we begin to see the evolution of several tones  between 0 Hz 

and 15 Hz located at 7.141 Hz, 9.046 Hz and 297 Hz located at x/c=0.8210. From an 

energy stand point, these modes are weaker in comparison to the modes located further 

upstream. Note also that the controlled flow toward the trailing edge has energy between 

0 Hz and 50 Hz. 

 

Figure 5.4 Actuated Flow Spectra (FFT): Clean Wing Configuration (Open Loop) 
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Figure 5.5: Enhanced FFT, Stations 1 to 3 (Open Loop) 
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Figure 5.6: Enhanced FFT, Stations 4 to 6 (Open Loop) 
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Figure 5.7: Enhanced FFT, Stations 7 to 9 (Open Loop) 
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Figure 5.8: Enhanced FFT, Stations 10 & 11(Open Loop) 
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For the high-lift configuration, again it is observed that the first four pressure transducer 

stations and amplification of the separated flow/wake are due to internal periodic 

excitation (Figure 5.9). However the flap deflection produces a slight increase in pressure 

fluctuations toward the trailing edge. This accounts for the gradual positive slope seen in 

the RMS pressure distribution in Figure 5.2. Like the clean wing configuration we have 

detected the same frequency scales with the following exceptions; from x/c=0.1826 to 

x/c=0.3026, the dominant frequency is 119.90 Hz at and beyond x/c=0.3393, the 119.90 

Hz tone disappears and a 43.40 Hz tone appears and persists all the way to the trailing 

edge. It appears as if the flap deflection has caused ‘swap’ of the coherent structures on 

the surface of the airfoil in addition to the movement of the pressure recovery/ 

reattachment point. 

 

Figure 5.9: Actuated Flow Spectra (FFT): High Lift Configuration  
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Active flow control ideally is supposed to improve the aerodynamic performance 

of a lifting surface; however published experimental results show that not every 

forcing frequency results in a significant improvement in aerodynamic 

performance [66]. The most obvious feature is that there is a shift in the normal 

force with flap deflection; this is to be expected. The normal force is plotted as a 

function of frequency and agrees well with the published results in that we see 

that for certain forcing frequencies the normal force on the wing does in fact 

decrease and for others the normal force shows improvement. Specifically, for the 

clean wing configuration there is an increase in the normal force between the 

excitation frequencies of 30 to 50 Hz and for the high-lift configuration, 35-60 

Hz.  

 

Figure 5.10: Variation of Normal Force with Forcing Frequency 
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We will focus the time frequency analysis on the high lift configuration only. For a 

forcing frequency of 100 Hz, it has been observed that there is a significant reduction in 

the pressure fluctuations at the leading edge and change in the shape of the RMS pressure 

distribution. At x/c=0.1826 (Figure 5.11), we can observe that frequency band about 12 

Hz starts to emerge; the corresponding Mexican Hat wavelet window shows that the flow 

is weakly modulated at this sensor station. At x/c=0.2293, there three events with strong 

periodicity, also centered about 12 Hz. At x/c=0.2660, starting at 0s, strong periodic 

events appear starting at about 30 Hz and then extending down to about 15 Hz and 

remains this way until 4s. Note that the RMS pressure distribution that corresponds to a 

forcing frequency of 100 Hz has a smooth transition at the pressure recovery length. 

Hence the flow has a higher degree of coherence at this location. Note also the periodicity 

events are consistently above 10 Hz. From x/c=0.3026 to x/c=0.3760, we see that the 

flow is weakly modulated. After x/c=0.3760, it can be observed that the periodic events 

are centered on 12 Hz (the FFTs show a tone at 12.36 Hz) get stronger toward the trailing 

edge as the frequency modulation of the flow. In Figure 5.12 we can see that the 

controlled vortex shedding frequencies range from 41Hz to 90 Hz with the band being 

centered at approximately 65.63 Hz (FFTs show a strong peak located at 43.40 Hz). From 

x/c=0.1826 to x/c=0.3760, the flow synchronization is weak but strengthens around 

x/c=0.4126, indicating that the resulting coherent structure is pushed toward the trailing 

edge. It is likely that the sensor stations before x/c=0.3760 are actually picking up flow 

entrainment. In addition, for the sensor located at and after x/c=0.4126, we see that there 

is a secondary frequency band that ranges from 10 Hz to 14 Hz (the 12.36 Hz tone is 

contained within this range). It is possible that for open loop control, the nonlinear flow 
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response it is to switch between the two stable shedding frequencies. The movement of 

the flow stability between these stable shedding frequencies is mechanism that underlies 

the global synchronization this is often discussed in the literature. More investigation is 

needed (both experimental and mathematical) to determine whether these stable shedding 

states can be considered stable manifolds and is there a possibility to identify the 

switching frequency. The next section will discuss the application of Direct Feedback 

Control. 
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Figure 5.11: Wavelet Map Panel: High Lift Configuration Part 1 (fm=100 Hz) 
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Figure 5.12: Wavelet Map Panel: High Lift Configuration Part 2 (fm=100 Hz) 
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5.3 ADAPTIVE CONTROL WITH AMPLITUDE MODULATION 
USING DIRECT SENSOR FEEDBACK (DUAL LOCATION) 
 

The dual location open loop control used discrete or specific frequencies to modulate the 

carrier sinewave as described by Equation 5.1. In this instance, the pressure transducer 

signals at 2 different chordwise locations were used as feedback signals. The first 

feedbacke signal is located on the main element of the wing located at x/c=0.4126 and the 

second is located at x/c=0.7846, this pressure transducer is located on the trailing edge 

flap. The purpose is to examine the effect of feedback sensor location on the closed loop 

response of wing aerodynamics. The pressure transducer signals were filtered using a 

Butterworth filter with a cutoff frequency of 500 and order 125. The control voltage is of 

the following form: 

            (5.2) 

There are 11 dynamic pressure sensors, hence i is from 1 to 11. Similar control voltage 

configurations have been used by the research group at Syracuse University in which the 

first POD mode was used at the modulating signal. Bench tests at Clarkson University 

determined that the peak to peak voltage needed to be centered on 30 Volts,  that is the 

magnitude of the product  must be centered on 30 Volts. In reality, the 

amplifier gain  was adjusted such that the voltage oscillated between 30±5 Volts. 

The closed loop configuration was applied to a wing configuration of  with 

.  The wing was tested in these configurations at airspeeds ranging from 

5 m/s to 25 m/s in increments of 5 m/s. Phase angle sweeps were conducted for the given 

wing configurations, the carrier phase angles ranged from  at 5 m/s. Only the 

cases with phase angle sweep will be presented here. 
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Figure 5.13:  Direct Sensor Feedback Adaptive Control 

 

We begin the discussion of the results with an examination of the resulting RMS pressure 

distributions. For the clean wing configuration with the feedback sensor located at 

x/c=0.4126 (Figure 5.14), we find that there are two peaks located at x/c=0.2660 and 

x/c=0.3393. The pressure fluctuations at x/c=0.3026 show little no displacement, the 

same holds true for the fluctuations at x/c= 0.3393. These locations are possible acoustic 

nodes, despite the presence of aerodynamic flow. The RMS pressure distribution shows a 

reduction at and after x/c=0.3760. The largest pressure fluctuations are seen at the leading 

edge at a phase angle of 360 degrees at a magnitude of 0.7. The phase angle setting of 

180 degrees, results in a dramatic reduction in pressure fluctuations. From experience, it 

is likely that the self-excited feedback has amplified a frequency scale for which the flow 

responds favorably. At x/c=0.4126, the location of the feedback sensor, we see that the 

pressure fluctuations are suppressed. But the information contained at that location 

influences the response wing at other locations, particularly at x/c=0.2660. In Figure 

5.15, a comparison of the pressure fluctuations at x/c=0.2660 as a function of phase angle 

for the two feedback sensor locations reveals the following has been constructed. For the 
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feedback location x/c=0.4126, we see that when the phase angle is less than 200 degrees, 

the RMS pressure decreases to a minimum at 180 degrees. For the feedback location 

x/c=0.7846, the RMS pressure is shifted up, passes though a maximum at 90 degrees and 

the minimum nearly 90 degrees later (at 195 degrees). For the feedback location 

x/c=0.4126, when the phase angle is greater than 200 degrees, the RMS pressure 

fluctuations at x/c=0.2660 continue to increase. For the feedback location x/c=0.7846, 

when the phase angle is greater than 200 degrees, the pressure fluctuation passes though 

another maximum at 270 degrees (180 from the previous maximum). 

 

Figure 5.14: RMS Pressure Distribution, Clean Wing configuration (x/c=0.4126) 
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Figure 5.15: Displacement of Fluctuation Level at Sensor Station 3 

 

For the feedback location x/c=0.7846, for the clean wing configuration (Figure 5.16) we 

find that the general ‘shape’ of the RMS pressure distribution has not changed. This is 

maybe an indication that the phase angle parameter changes only the magnitude of the 

pressure fluctuations and not the resulting flow frequencies. Specifically we have 

observed for open loop control at a constant forcing frequency, that the ‘shape’ of the 

RMS pressure distribution changes. The closed loop experiments with two different 

feedback sensor locations have no change in the general shape of the RMS pressure 

distributions indicating that the phasing of the actuator arrays has no effect on the 

controlled frequency scales in the flow. As a result the normal force remains constant of 

the range of phase angles. 
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Figure 5.16: RMS Pressure Distribution, Clean Wing configuration (x/c=0.7846) 

 

For the high-lift wing configuration, similar results with respect to the shape of the RMS 

pressure profile; in both Figures 5.17 and 5.18 we see that despite the change in feedback 

sensor location, the shape remains the same i.e. with pressure fluctuation amplification at 

x/c=0.2660 and x/c= 0.3393. The main difference between these two high lift cases is the 

degree of fluctuation amplification at x/c=0.2660. At (x/c, ) = (0.2660,360
o
) the 

pressure fluctuations have a magnitude of 1.278 and at (x/c, ) = (0.2660,150
o
), the 

magnitude of the pressure fluctuation are 3.474. This is likely caused by the severe flow 

conditions on the deflected flap (the sensor is located here) which makes the flow ‘noisy’ 

and so this is noisy flow information is effectively transmitted to actuators which results 

in the further amplification of the flow state on the main element of the airfoil. 
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Figure 5.17: RMS Pressure Distribution, High Lift configuration (x/c=0.4126) 

 

 

 
 

Figure 5.18: RMS Pressure Distribution, High Lift configuration (x/c=0.7846) 
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For the clean wing configuration, we have seen that at a phase angle of 180 degrees, there 

was a significant reduction in the pressure fluctuations at the leading edge transducer. We 

will now examine the flow physics for the given parameter setting. The cascaded FFTs 

show (Figure 5.19) the following frequency scales: 6.042 Hz, 46.42 Hz, 52.60 Hz and 

145.4 Hz. No new frequencies/coherent structures emerge along the chord length. The 

frequencies presented are invariant. The fact the frequencies don’t change correlates well 

with the consistent shape of the closed loop RMS pressure distributions. The time 

frequency analysis for aerodynamic configuration at φ= 180
o
  reveals that all the wavelet 

maps contain a band that ranges from 5-7 Hz and centered on 6 Hz (Figure 5.20). The 

FFTs show that there is a large coherent structure at 6.402 Hz. The flow is synchronized 

about this frequency. From the Mexican Hat window we can see that the flow is strongly 

modulated throughout the chordwise distance.  At x/c=0.2660, the synchronization 

weakens due the exchange of energy between the 6.042 Hz and the frequency scale 

located at 52.60 Hz; the 52.60 Hz mode receives most of the energy transfer. An 

inspection of the wavelet maps at all of  the sensor stations reveals that there is stable 

vortex shedding with a  frequency  range from 45 Hz to 80 Hz (the frequency scales 

46.42 Hz and 52.60 Hz fall within this range) which is centered on 63 Hz. At x/c=0.2660 

(Figure 5.21), we see that there is stable vortex shedding at this location and that there is 

time-localized periodicity before 1.5s.  The periodicity weakens after 1.5s and this 

correlates with the lost of coherence in the wavelet map at the same location about 6.042 

Hz. 
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Figure 5.19: Closed Loop Frequency Spectra, Direct Feedback, φ= 180
o 
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Figure 5.20: Wavelet Map Panel, Clean Wing configuration (DFB Control,φ= 180
o
) 
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Figure 5.21: Wavelet Map Part 2, x/c=0.3026 

 

 

Figure 5.22: Wavelet Map Part 2, x/c=0.2660 
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The direct feedback control scheme is able to suppress the pressure fluctuations in the 

post stall regime. The closed loop phase angle sweeps revealed that the flow frequencies 

do not change with phase angle, however for the clean wing configuration at a phase 

angle setting of 180 degrees we seen that the pressure fluctuations are significantly 

reduced on the leading portion of the main airfoil element. For all the other phase angle 

settings, the frequency scale with the most amplification is located at 6.317 Hz except at 

φ= 180
o
 where the frequency is 6.042 Hz. This change in frequency correlates with the 

change in the of the RMS pressure distribution at φ= 180
o
. The application the Direct 

Feedback Control scheme results in the latter portion of the RMS pressure distribution 

having a gradual positive slope between x/c=0.4493 and x/c=0.7483 for the clean wing 

configuration and a shallow negative slope for the high-lift configuration. Further 

investigation is required to understand whether the changes in slope are due to forcing 

frequency (as in the case of the open loop control results), aerodynamic configuration or 

method of control. The author believe however, that if the same control method is applied 

to both aerodynamic configurations, the parameter space is reduced to flow frequency 

selection in the case of closed loop control, control/forcing  frequency selection in the 

case of open loop control and Reynolds number. The following section will examine the 

effect of the Extremum Seeking Control scheme on clean and high-lift aerodynamic 

configurations in post stall.  
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5.4  ADAPTIVE CONTROL WITH AMPLITUDE MODULATION 
USING EXTREMUM FEEDBACK CONTROL (DUAL LOCATION) 

 
The wing was configured at an AoA of 16 degrees with flap deflection of 0 and 20 

degrees. The wing was subjected to closed loop control using the extremum or peek 

seeking control scheme documented by Krstic [68].  The final closed loop configuration 

was configured similar to that demonstrated in axial flow compressor experiment at 

CalTech [69]. That is the original extremum seeking scheme uses both a low and high 

pass filter. However, dynamic pressure signals tend to be noisy and this is not considered 

in the analytical development of the extremum seeking control scheme. So the first order 

low pass and high pass filters were excluded from the real time controller. Again, a 

Butterworth filter (low pass) of order 125 with a cutoff frequency of 500 Hz was used to 

filter the feedback signal before being passed to the ES controller. The purpose of the low 

pass filter is to enable the controller to operate on the frequency region of receptivity 

usually between 5 Hz-500Hz. In this way the controller will operate on the resonance 

frequencies of the actuator arrays. The control voltage is of the following form: 

               (5.3) 

Unlike the Direct Feedback controller configuration, more attention had to be paid to 

ensuring that was no voltage excedance for a prolonged period of time. It should be noted 

that the pressure signals are boosted by an amplification factor to account for any 

attenuation that might be caused by the filtering process. In some of the publications that 

discuss  the use extremum seeking control for aerodynamic flow control, it is often not 

clear if the use these filters in the form that they are given in the derivation or whether the 
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order of the filter is increased; in any case they are presented without any clarification as 

to their implementation. The closed loop control configuration is given in Figure 5.23. 

The red line represents the pressure transducer signal used as the feedback signal and the 

purple line is the complete control signal to the synthetic jet actuator arrays as given in 

Equation 5.3 .The yellow block is the Butterworth filter that has been described earlier in 

the text. In order to set the parameters of the control loop, the following design 

constraints need to be considered; the perturbation frequency  should not be faster than 

the natural dynamics of the system, the parameter was initially chosen at 3.33 Hz, for a 

30 cm chord at 5 m/s, this yields a Strouhal number of 0.2 in keeping with Roshko’s 

findings in 1954 and then it was increased to 5 Hz after a real time bench evaluation of 

the control signals for each channel. The parameter a was set at 5 V. 

 

Figure 5.23: Experimental Extremum Seeking Control Loop Configuration 

 

Further, by passing the pressure signal to the extremum seeking controller, the algorithm 

will optimize the shape of the amplitude modulated waveform such that it locks into one 

or more vortex shedding frequencies which result in the suppression of pressure 
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fluctuations along the chord of the wing. A similar waveform optimization approach was 

used by Joe et al [70]. In this particular study, the controller consisted of a narrow band 

filter and an Extended Kalman Filter (EKF). 

For a flap deflection of 20 degrees, it was noted that at low speeds the gain, K was high 

and decreased as the airspeed increased. Although the wing is in post stall, at low 

velocities, the amplitude of the pressure fluctuations are not significant at steady state 

conditions and may require amplification in order to modulate the perturbation 

component of the control signal of the extremum seeking controller. Specifically, the 

control signal is given by: 

          (5.4) 

The gain, K is adjusted such that  : . The value   is set to zero in this 

case as a safety precaution for the synthetic jet arrays. As the velocity increases, the flow 

becomes more chaotic and turbulent thus experimental evidence shows that the amplitude 

of the pressure fluctuations increases, requiring less amplification hence the decrease in 

the magnitude of the ES gain, K. At higher speeds, the large amplitude pressure 

fluctuations effectively modulate the perturbation signal. At low speeds with an un-

deflected flap, requires less amplification, it is also possible that between 5 and 10 m/s, 

the flow separation is laminar. As the velocity increases to 15 m/s, there is a slight 

increase in the Es gain, K; it could be a that there is a transition from laminar to turbulent 

flow.  The pressure transducer is SN5419 which is located roughly in the center of the 

airfoil (x/c=0.4126). Perhaps more investigation is needed to understand the increase in 

the gain K. When the velocity is greater than 15 m/s, the gain drops off and appears to 
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approach a value of 2; is it possible that this is an asymptotic value that is characteristic 

of an airfoil at 16 degrees angle of attack? Or is it related to the pressure transducer 

chosen as the feedback signal? Further experimental investigation is required to confirm 

this finding, perhaps at 5, 10 and 40 degrees flap deflection would be sufficient to answer 

this question, for several reasons a) develop a family of curves with the zero flap 

deflection as the baseline; b) confirm that the ES gain for a wing at 16 degrees AoA does 

in fact approach the value of 2. 

 

Figure 5.24: Extremum Seeking Controller Gain, K versus Velocity 

 

In Chapter 4, we outlined the channel voltage balancing procedure such that the product 

of the real time pressure transducer signal and the amplifier gain did not exceed 30V± 



 

 147 

5V. The result of this parameter tuning procedure has the following on controller 

performance; an examination of the frequency response of the resulting control signal 

reveals that the controller has locked on to a frequency that is possibly contained in the 

separated flow; that frequency is 6.04 Hz (Figure 5.25). Further examination of the 

frequency response of the control signal at different tunnel velocities reveals that this 

frequency is invariant over the range of velocities. By adjusting the controller gain such 

that the channels were balanced at 30V± 5V, resulted in the displacement of the 

amplitude at 6.04 Hz (St≈0.1) for each flow condition and wing configuration (Figure 

5.26). When Figure 5.26 is compared to the ES gain vs. Airspeed (See Figure 5.24) we 

see that the shape of each curve is essentially the same.  The use of the extremum seeking 

controller and voltage constraint forms a constrained optimization problem, specifically; 

the extremum seeking controller optimizes the pressure signal waveform and selects 

simultaneously the optimal forcing frequency which is then modulated by the respective 

primary sinewaves for each channel.  The direct feedback control cases show that there is 

a peak located at 6.04 Hz in FFT and the wavelet maps show lines of persistent 

periodicity at each chordwise location. The extremum seeking cases also show that there 

is a peak located at 6.04 Hz except for the 5 m/s wind tunnel run, or at least it does not 

appear in the FFTs for each sensor location. It is also possible that this frequency is the 

result of application of closed loop control. The fact that it is not visible in the 5 m/s case 

does not mean that this frequency is not there.  We will show this to be true when the 

discussion on wavelets is presented.  Figure 5.27 shows the control signals at each 

velocity. Note the slowly modulated control signals; this is the result of multiplying the 

feedback pressure signal to the perturbation sinewave. The application of empirical mode 
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decomposition would expose the slowly varying mode that gives the control signals their 

general shape. 

 

Figure 5.25: Frequency Domain Response of Extremum Seeking Control signal 
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Figure 5.26: Variation of Control Signal Amplitude at ES Control Forcing Frequency 
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Figure 5.27: Time Series of Extremum Seeking control signals 
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We will now present the aerodynamic results for the given wing and controller 

configurations.  For , Figure 5.28 shows the resulting RMS pressure 

distribution. The reference airspeed is 5 m/s. The RMS pressure shows a sensitivity to 

airspeed at the following at x/c=0.2660 and x/c= 0.3393. At x/c= 0.3026 we note that 

there is very little displacement of the pressure fluctuations. At 15 m/s and 10 m/s, the 

pressure fluctuations are less than that of the 5 m/s, 20 m/s and the 25 m/s cases. For the 

15 m/s case, the peak pressure fluctuation has shifted forward to x/c=0.2293. It is likely 

that the sensitivity at the aforementioned transducer locations are responding not only to 

the change in airspeed but the different closed loop frequency scales that are being 

imparted to the flow. Specifically we see that for some lower airspeeds, the magnitude of 

the pressure fluctuations   are significantly reduced toward the leading edge and while 

other airspeeds result in RMS pressure spikes at certain chordwise stations. The pressure 

fluctuations appear to be suppressed significantly after x/c=0.3760 (or 11.28 cm). Chang, 

Hsiao and Shyu presented results on a length scale called the asymptotic pressure 

recovery point. It is defined as the distance from the leading edge where the surface 

pressure reaches its base pressure. For our configuration, the results presented here would 

be the dynamic counterpart to that length scale parameter. Experimental results show that 

for forcing frequencies between 0 and 100 Hz, the pressure recovery point ranges from 

x/c=0.3 to 0.6, with the post stall region beginning at 18 degrees (NACA 633-018). The 

results presented in the RMS pressure distribution shows the pressure recovery point falls 

within the range stated above. 
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Figure 5.28: RMS pressure distribution for wing under Extremum Seeking Control 

 

 

When observing the closed loop time series, we see that the broadband excitation adds 

coherence to the pressure waveforms. Visually we see that this changes with chordwise 
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distance and the spike trains seen in the open loop un-actuated response are reduced and 

amplitude as well as the number of clusters. At x/c=0.2660, it is observed that the 

pressure waveform at this location ceases to be coherent. This is confirmed visually by 

looking at the irregularity in the waveform and the spike in RMS pressure seen in Figure 

5.28 At x/c=0.3393, we see that the waveform is periodic and free of spike trains. A 

similar observation can be made of the pressure waveform at x/c=0.3760, except the 

amplitude of the pressure fluctuation is reduced; again this is confirmed by the RMS 

pressure distribution at the given location.  For our configuration the experimental results 

show that this length scale is about 0.4. An examination of the time averaged Fast Fourier 

Transforms (FFT) for each chordwise stations show the following frequency scales are 

present at all of the sensor locations except x/c=0.2660. They are 8.789 Hz, 19.36 Hz, 

30.08 Hz, 45.04 Hz, 53.83 Hz, 62.76 Hz, 79.65 Hz, 143.90 Hz and 153 Hz.  At 

x/c=0.2660 we see following frequency scales; 41.89 Hz, 47.79 Hz and 53.97 Hz. The 

frequency scales that are not present at x/c=0.2660 are 8.789 Hz, 19.36 Hz and 30.08 Hz. 

Note that at x/c=0.3026, these frequency scales re-appear. It could be conjectured that the 

absence of listed frequency scales is an indication that there is a strong flow nonlinearity 

at x/c=0.2660; it also shows that there is a loss of periodicity at this sensor location as 

confirmed by the lack of coherence in the time series at x/c=0.2660. Further, this loss of 

waveform coherence and periodicity coincides with the large increase in RMS pressure at 

x/c=0.2660 .Note that the lowest frequency scale at 8.789 Hz comes from the application 

of the closed loop controller. Lastly, the new vortex shedding frequency resulting from 

closed loop control is 45.04 Hz. 
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Figure 5.29: Extremum Seeking Control Times Series, Clean Wing configuration 
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Figure 5.30:  Enhanced FFT, Stations 1 to 3 (Extremum Seeking) 
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Figure 5.31:  Enhanced FFT, Stations 4 to 6 (Extremum Seeking) 
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Figure 5.32:Enhanced FFT, Stations 7 to 9 (Extremum Seeking) 
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Figure 5.33:  Enhanced FFT, Stations 1 to 3 (Extremum Seeking) 
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Figure 5.34 is the wavelet map panel for the wing configuration of at 

U= 5 m/s. The panel is organized as follows; the wavelet tile in the upper most left corner 

is the time-frequency representation for x/c=0.1826, the second is to the right of it and so 

on. Visual inspection of the wavelet panels reveals that the frequency line ranges from 8 

Hz to 11 Hz, with the center of mass at approximately 9.227 Hz. This time-frequency 

result agrees with the FFTs previously presented in that 8.789 Hz falls within the 

frequency band shown in the wavelet maps.  The controller generates a frequency of 

6.042 Hz, yet the flow appears to be locked in about 9.227 Hz.  Perhaps the 9.227 Hz 

tone is a super harmonic of the controller frequency for which the flow accepts this tone 

as admissible in a dynamical systems sense. An examination of the Mexican Hat portion 

of the wavelet maps show that the flow is strongly modulated at this frequency 

throughout the chordwise distance; in addition the wavelet packets tend to be longer in 

the frequency axis and show some regularity. We see that there are what appear to be 

shedding events that are on average 1.5s seconds apart. The frequency scales contained in 

a nonlinear system will naturally exchange energy. This finger- like structures seen in the 

Morlet wavelet maps energy exchanges with other dominant frequency scales embedded 

in the flow. Of particular interest in the time-frequency response at x/c=0.2660. 

Specifically, we observe that there are three very pronounced aerodynamic with strong 

periodicity between 2.5s and 3s, at 3.5s and again at 4s to 4.5s. The flow appears to lose 

coherence (indicated by the absence of certain frequencies See Figure 5.34) at this 

location and correlates with the large amplitude pressure fluctuations recorded at this 

location as well as the loss of periodicity in the recorded times series at this location. The 

transducer that immediate after x/c=0.2660, returns to a locked in condition. The 



 

 160 

response at x/c=0.2660 has to do with the shape of the airfoil and how the shape and 

augmented aerodynamic flow interact with the acoustic field. More experimental 

investigation is needed to study this conjecture. 

 

Figure 5.34: Wavelet Map Panel, Clean Wing configuration (Extremum Seeking) 
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An examination of the wavelet maps at a higher frequency range reveals a band of 

periodicity (Figure 5.35) centered on 50 Hz. The remaining wavelet maps are similar and 

will not be shown here. Further the reader will note that there is similar time-frequency 

behavior for the high-lift configuration; this is expected as we have already shown that 

the RMS pressure distributions are similar. Of particular interest for the clean 

configuration in this frequency range at x/c=0.2660 is the activity at 2 s for a duration of 

1.5 s, we see that there is periodicity/vortex shedding that is stable and controlled. The 

vortex shedding begins again just after 4s. The energy exchange is transient at this 

chordwise station. 

 

Figure 5.35: Wavelet Map Part 2, Clean Wing configuration (Extremum Seeking) 
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Figure 5.36: Wavelet Map Part 2 (x/c=0.2660),  (Extremum Seeking) 

                      

 

For the  we present the RMS pressure distribution (Figure 5.37). It is 

observed that there excitation peaks located at x/c=0.2660 and x/c=0.3393. From 

previous results, we know that the certain locations on the wing are sensitive to excitation 

frequency; but because the excitation is broadband it might be difficult to understand 

what frequency the flow is responding to at these locations; further investigation is 

required to answer this question. The reader will observe that at these locations are also 

sensitive to change in airspeed. The RMS pressure at the above mentioned locations are 

significantly higher than that of the un-deflected flap case, this a direct result of the flap 

being deflected. At 25 m/s, notice that that neither there is no RMS pressure peak at 

x/c=0.2660; it is possible that controller is producing frequencies in the flow that create a 
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velocity based receptivity.  A visual inspection of the time series (Figure 5.38) reveals 

that there is significant aerodynamic activity at the first six sensor locations which can be 

correlated with the RMS pressure distribution; similar behavior is observed when the flap 

is not deflected. However for the configuration with flap deflection, there appears to be a 

marked amplification of certain frequency scales in the flow/wake. For example, at 

x/c=0.2293 we see that there lobes that approximately 165 milliseconds apart. At 

x/c=0.2660, there are spike train clusters that are also 165 milliseconds apart; when one 

converts this to a frequency, we arrive at approximately 6 Hz. Similar features are 

observed at x/c=0.4493 and x/c=0.7483. This result will be further explained with the 

examination of the pressure transducer FFTs. Again, as we move toward the trailing 

edge, the RMS pressure fluctuations appear to be suppressed.  
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Figure 5.37:RMS Pressure Distribution, High Lift Configuration (Extremum Seeking) 
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Figure 5.38: Time Series, High Lift configuration (Extremum Seeking) 
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An examination of the Fast Fourier Transforms (Figures 5.39-5.42) reveals that the 

following frequency scales are present in the flow; they are as follows, 8.789 Hz, 45.32 

Hz, 53.97 Hz, 79.65 Hz and 152.8 Hz.  At x/c=0.2660, we begin to see a frequency scale 

located at 6.042 Hz (St= 0.099) evolve alongside 8.789 Hz. At the preceding sensor 

locations it is observed that the magnitude of the 8.789 Hz frequency scale remains above 

0.2. At x/c=0.2660, it is observed that there is a significant energy exchange between the 

modes in the flow. We see that while the other flow structures have received energy, the 

frequency scale located at 6.042 Hz (St= 0.099) has received most of the energy.  The 

frequency peak located at 8.789 Hz has shifted to 12.08 (St=0.199) and has about a 

quarter of the energy that 6.042 Hz modes does. For nonlinear systems that are under 

periodic closed loop control experience a re-distribution of frequencies such that these 

frequencies align themselves with a perturbation frequency; in this way we say the 

system is synchronized or frequency locked.Notice that the magnitude at both frequency 

locations increase indicating that there is an exchange of energy between these modes. 

Such behavior is typical of nonlinear dynamical systems. At sensor locations x/c=0.3393 

and x/c=0.3760, the 6.042 Hz tone again has evolved over the two sensor stations, at both 

these stations, it is observed   that the magnitude decreases with the appearance of the 

secondary tone at 6.042 Hz. For the clean wing configuration we see that the flow is 

locked in at 8.789 Hz (and 9.227 Hz from Morlet wavelet map) but with the flap 

deflection, we observe the evolution and increase in the strength of the periodicity at 

6.042 Hz at x/c=0.2660.  The reader will further observe that there is a frequency scale 

located at 53.97 Hz (St=0.89). This frequency is the new vortex shedding frequency that 

results when the closed loop control is applied.  Note that the un-actuated vortex 
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shedding frequency (unstable) of 33 Hz does not appear in the anywhere in the spectra, 

indicating that this frequency scale has been suppressed. The magnitude at 53.97 Hz is 

increases to a magnitude of 1 at x/c=0.2660 when there is an exchange of energy between 

frequency scales at low end of the spectra and then decreases after x/c=0.2660 (Figure 

5.39) 

 
Figure 5.39: Enhanced FFT, Stations 1 to 3 (High Lift, Extremum Seeking) 

 

12.08 Hz 
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Figure 5.40:Enhanced FFT, Stations 4 to 6 (High Lift, Extremum Seeking) 
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Figure 5.41: Enhanced FFT, Stations 7 to 9 (High Lift, Extremum Seeking) 

 

 



 

 170 

 
 

Figure 5.42: Enhanced FFT, Stations 10 to 11 (High Lift, Extremum Seeking) 

 

 



 

 171 

The time frequency analysis (Figures 5.43 and 5.44) shows that the flow is frequency 

locked at about 9.227 Hz, the 8.789 Hz falls within the frequency band seen in the 

wavelet   maps. It is also observed that there are finger-structures seen in the wavelet 

maps that appear to have some regularity. Of significance is the activity in the time-

frequency space at x/c=0.2660, x/c=0.3393 and x/c=0.3760. Specifically, at x/c=0.2660, 

it is observed that there is very strong local periodicity (indicated by the red tones) at 

6.042 Hz. The finger-like structures seen in the other wavelet maps are much sharper and 

have ‘countable’ regularity; also, we see that there is a secondary frequency band at about 

11-13 Hz (the 12.08 Hz tone identified in the FFTs falls within this band). The secondary 

tone in the Mexican hat wavelet window shows that the flow although partially 

synchronized at this frequency is not heavily modulated and is clearly exchanging energy 

with the tone located at 6.042 Hz. What we are observing is flow synchronization at 

6.042 Hz; the frequencies in this experimental system are re-distributing themselves in a 

highly structured fashion in order to lock in with the forcing frequency. We see that there 

is similar behavior at x/c=0.3393, but with more significant inter-modulation (See 

x/c=0.3393 Mexican Hat Window). At x/c=0.3760, the inter-modulation weakens and the 

flow reverts back to synchronization about 9.227 Hz. In addition, we believe that the 

finger-like structures seen above the frequency bands at x/c=0.2660 indicate an energy 

exchange between modes located at higher frequencies. In general, there is global inter-

modulation along the upper surface of the wing. The next set of wavelet maps (Figure 

5.44) range capture the higher frequencies not seen in the previous array. The time 

frequency analysis shows that there are new vortex shedding frequencies in the flow due 

to the application of adaptive control. The frequency band is centered about 50 Hz. The 
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vortex shedding is stable; this is indicated by the highly periodic vertical bands seen in 

the Morlet wavelet windows. At x/c=0.2660, we observe that there are two bands, the one 

centered about 50 Hz and the other a lower frequency. Note that the vertical bands of the 

tone centered about 50 Hz are much shorter in time duration i.e. they are thinner, 

indicating that the energy is being transferred to the lower frequency scales as previously 

identified. The strength of the vortex shedding seen in the wavelet maps correlates well 

with the persistent large amplitude 53.97 Hz (St=0.89) tone seen in the FFTs presented 

earlier. A NACA 0012 airfoil has a shedding frequency at 50 Hz for a tunnel speed of 5 

m/s [63]. 
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Figure 5.43: Wavelet Map Panel Part 1, High Lift configuration (Extremum Seeking) 
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Figure 5.44: Wavelet Map Panel Part 2, High Lift configuration (Extremum Seeking) 
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For the application of extremum seeking control we have observed the following results; 

for the clean wing configuration, the controlled vortex shedding frequency is 45.04 Hz 

and for the high lift configuration, the controlled vortex shedding frequency is 53. 97 Hz.  

Note that both of these frequency scales were present in the flow for both configurations 

but the flap deflection at high angle of attack produced an amplification of 53.97 Hz tone. 

Both of these frequencies are less than 100 Hz and are representative of what can be 

expected for vortex shedding on a symmetric airfoil. Further, these results agree with the 

real-time optimization and control work (for a NACA 0025 airfoil) presented by 

Cattafesta and Tian in that their modulation frequency always converged to a value less 

than 100 Hz. The implication is that this is the new controlled shedding frequency the 

NACA 0025 airfoil. The original vortex shedding frequency has been 

suppressed/inhibited by the application of the controller. Such behavior agrees well with 

the simulations presented in Chapter 2. Broadband excitation of a separated wake 

produces a closed loop aerodynamic flow that can be frequency locked at multiple 

frequencies, all of which are admissible in the dynamical systems sense. With respect to 

the controller performance, we have seen that the extremum seeking controller gain 

decreases with increasing velocity for both the clean wing and high-lift configuration. By 

holding the voltage constant combined with closed loop broadband excitation resulted in 

the controller selecting a frequency of 6.042 Hz which remained invariant with changes 

in airspeed. We have seen that at x/c=0.2660, there is a transient energy exchange after 

which the RMS pressure distributions   show that there is a reduction in pressure 

fluctuations. A reduction in pressure fluctuations means that there is pressure recovery 

and an improvement in lift. Also, it was believed that the effectiveness of the synthetic jet 
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actuator monotonically decreases with increase in speed, but with closed loop control, 

one can exploit the acoustic properties of the actuator as shown by some of the velocity 

runs in this experiment. Note that there is a Strouhal number effect at certain velocities. It 

would be of interest to investigate further the effects of Reynolds number/tunnel speed on 

the performance of the extremum seeking controller. A comparison of the un-actuated 

RMS pressure distribution with the closed loop RMS pressure distribution (Figure 5.45) 

show that the application of extremum seeking control reduces the pressure fluctuations 

significantly and there is a zero slope on the latter portion of the airfoil i.e.  from 

x/c=0.4126 to x/c=0.8210  

 

Figure 5.45: Comparison of RMS Pressure Distributions 
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A waterfall plot shows (Figure 5.46) that the application of adaptive control is effective 

in suppressing the pressure fluctuations, both at the leading edge and at the trailing edge 

of the airfoil. In Figure 5.46, the third sensor station has been highlighted in red because 

of the significant energy exchange between frequency scales. The amount energy 

transferred causes the amplitude to be raised to 5, if we want to see the details; the FFT 

for the third station has to be removed. When this done, we observe that distribution of 

the fluctuations is uneven at best especially at the mid chord sensor stations. One can 

again conjecture that this is to be expected as the control scheme does not prescribe a 

discrete forcing/modulation frequency (Figure 5.47). For the high-lift configuration the 

waterfall FFTs look the same. They differ because of the evolving frequency scales about 

x/c=0.2660. 

 
Figure 5.46: Closed Loop Frequency Spectra (Clean, Extremum Seeking) 



 

 178 

 

Figure 5.47: Closed Loop Frequency Spectra, Magnified (Clean, Extremum Seeking) 

 

 

The first thing that was noticed in Figures 5.48 and 5.49 is that the pressure fluctuations 

fall below a fluctuation level of 0.2. A comparison of closed loop control methods for the 

clean wing configuration reveals that the extremum seeking controller performs slightly 

better in suppressing the pressure (fluctuation level is 0.1096) at 5 m/s.  There is 

sensitivity to where the feedback sensor is located. When the feedback sensor is located 

deeper into the recirculation it seems to amplify the pressure fluctuations on the leading 

edge. In addition the slope between x/c=0.4493 and x/c=0.7483 is nearly flat as compared 

to the high lift cases under direct feedback control show a shallow negative slope 
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between the aforementioned sensor locations. The double peaks seen for the high lift 

cases still remain severe, but this is due to the flap deflection. The fluctuation level for 

the closed loop high lift cases is 0.1107. The open loop control cases both for the clean 

and high lift configurations at certain constant forcing frequencies, the pressure 

fluctuations fell below 0.05.It may be worthwhile to explore experimentally the 

application of a hybrid controller. Specifically, the hybrid controller would consist of two 

terms, the first is a constant frequency term and the second is an adaptive term. More will 

be said on this topic in Chapter 6. 

 

Figure 5.48: Comparison of adaptive controllers (Clean configuration) 
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Figure 5.49: Comparison of adaptive controllers (High Lift configuration) 
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CHAPTER 6.0: CONCLUSIONS AND FUTURE WORK 

6.1 CONCLUSIONS 

For the open loop control experiments it has been demonstrated that the RMS pressure 

distributions are sensitive to changes in the forcing frequency. Specifically, we have seen 

that the shape of the distribution changes. Under open loop control the flow develops 

multiple stable states and it is conjectured (based on the wavelet analysis) the switching 

between these stable states that synchronizes the flow. The normal force varies with 

forcing frequency. This is agrees well with the published literature on internal acoustic 

forcing. The forcing frequency of 100 Hz for the high lift configuration resulted in a 

significant reduction in the pressure fluctuations and the pressure recovery length scale. 

The pressure fluctuation level for open loop control is below 0.05. The open loop control 

time frequency analysis reveals that the flow is stabilized about more than one frequency.  

The original vortex shedding frequency of 33 Hz is not present in the resulting spectra 

presented and pressure fluctuations have been reduced. The application of closed loop 

broadband excitation has proven to be effective in reducing the pressure fluctuations and 

size of a separated wake of a wing in a post stall flight condition. It has been observed 

that a separated wake under closed loop control selects the frequency it locks into. This 

frequency is usually less than 100 Hz. Specifically, for the Direct Feedback Control 

application the controlled vortex shedding 52.60 Hz with a secondary locking frequency 

at 6.042 Hz. The variation of phase angle affects the level of pressure fluctuations at the 

leading edge. Once the flow is frequency locked (under closed loop control) the change 

in phase angle does not affect the frequencies in the flow. For the application of 

extremum seeking control, the flow responds with a controlled shedding frequency of 50 
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Hz with secondary frequency at 9.227 Hz for the clean wing configuration and for the 

high lift configuration a controlled shedding frequency of 53.97 Hz with a secondary 

frequency at 6.042 Hz.  

6.2 FUTURE WORK 

 The signature of frequency locking or synchronization in the time-frequency 

space shows up as a narrow band of frequencies for duration of time. In our case 

we have utilized the Morlet scalogram. This signature will appear when closed 

loop flow control is applied to an aerodynamic system such as ours; however it is 

limited in control authority once the flow selects a frequency to lock into. In this 

way the controller could considered saturated. As such, it may prove to be 

beneficial to explore the application of a hybrid controller. The hybrid controller 

will have an amplitude modulated (that is if the researcher insists on using 

peizoceramic discs) fixed frequency term and an adaptive term in which either the 

frequency is actively tracked or a broadband excitation signal is used i.e. like the 

control signal generated by the LMS algorithm. From experimental experience 

obtained during the course of this research, the fixed frequency open loop control 

resulted in shape changes in the RMS pressure distribution and lower fluctuation 

levels on the latter portion of the airfoil. The open loop control term excites other 

frequency scales in the flow as we have seen from the spectra and the time 

frequency analysis. However, there are other frequency scales that are not 

controlled. By combining the adaptive control term with the open loop feed-

forward term, the two control terms will interact positively to enhance the 

robustness of the controller. Specifically, the modes that cannot be accessed by 
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the fixed frequency term can be successfully addressed using the additional closed 

loop broadband excitation. The two terms may further reduce the pressure 

fluctuations and ‘pin’ the aerodynamic system to a set of stable states which will 

result in a robust frequency locked flow condition. The use of specially designed 

voice coils/subwoofers would improve the performance of the controller as these 

devices have a wide, flat bandwidth. 

 A test was conducted in which the synthetic jet arrays were energized in the open 

loop configuration and the tunnel lift fan was shut off. The data obtained from this 

experiment needs to be examined as it may provide some insight into how the 

acoustic environment in the test section interacts with the presence of an external 

aerodynamic flow. 

 The design and optimization  for directed synthetic jet actuators (use voice 

coils/or subwoofer electromechanical configurations) should include the 

following steps: 

1. Aerodynamic Design: Select geometry and match components; 

2. Treat cavity and slot as acoustic devices and employ frequency design 

methods; 

3. Check aerodynamic design with CFD; 

4. Cycle through Steps 2 and 3 until the acoustic frequency response and the 

aerodynamic characteristics satisfy design criteria; 

5. Experimental testing (Hotwire and Omni-Directional Microphone) 

6. Repeat should the experimental results not satisfy design specifications  

 

 Apply advance flow visualization techniques and include a hotwire anemometer 

in the wake during initial aerodynamic system identification tunnel runs and flow 

control tunnel runs.  
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