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Abstract—In this paper, we present a suite of asynchronous
distributed optimization algorithms for wide-area oscillation esti-
mation in power systems using alternating direction method
of multipliers (ADMMs). We first pose the estimation prob-
lem as a real-time, iterative, and distributed consensus problem.
Thereafter, we consider a probabilistic traffic model for model-
ing delays in any typical wide-area communication network, and
study how the delays enter the process of information exchange
between distributed phasor data concentrators that are employed
to execute this consensus algorithm in a coordinated fashion.
Finally, we propose four different strategies by which the con-
vergence rate and accuracy of this consensus algorithm can be
made immune to the asynchrony resulting from the network traf-
fic. We carry out extensive simulations to show possible numerical
instabilities and sensitivities of the ADMM convergence on our
proposed strategies. Our results exhibit a broad view of how the
convergence of any distributed estimation algorithm in a generic
cyber-physical system depends strongly on the uncertainties of
the underlying communication models.

Index Terms—Distributed optimization, wide-area moni-
toring, mode estimation, alternating direction method of
multipliers (ADMM), synchrophasors.

I. INTRODUCTION

FOLLOWING the Northeast blackout of 2003, Wide-Area
Measurement System (WAMS) technology using Phasor

Measurement Units (PMUs) has largely matured for the North
American grid [1]. However, as the number of PMUs scales
up to the thousands in the next few years under the U.S.
Department of Energy’s smart grid demonstration initiative,
Independent System Operators (ISO) and utility companies are
struggling to understand how the resulting gigantic volumes
of real-time data can be efficiently harvested, processed, and
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utilized to solve wide-area monitoring and control problems
for any realistic power system interconnection. It is intuitive
that the current state-of-the-art centralized communication and
information processing architecture of WAMS will no longer
be sustainable under such a data explosion, and a completely
distributed cyber-physical architecture will need to be devel-
oped [2]. Research is currently being carried out by the Data
and Network Management Task Team (DNMTT) of North
American Synchrophasor Initiative (NASPI) on the implemen-
tation of this distributed architecture with the prime research
focus being protocols, Quality-of-Service, latency, bandwidth
and security [3].

However, very little attention has been paid to perhaps two
of the most critical consequences of this envisioned distributed
architecture - namely a) formulation of traditional centralized
strategies for wide-area monitoring and control as distributed
algorithms, and b) investigation of convergence and accuracy
properties of these algorithms when they are implemented in a
completely asynchronous environment that is bound to arise in
any practical wide-area communication network. We recently
proposed a distributed cyber-physical architecture to address
the first problem in [2]. In this paper we address the sec-
ond problem, focusing on the fundamental question on how
asynchrony in a communication network can influence the per-
formance of one of the most critical wide-area monitoring
applications, namely, modal estimation of electro-mechanical
oscillations using Synchrophasors. Several centralized algo-
rithms for solving this problem have been proposed over the
past decade including the Eigenvalue Realization Algorithm
(ERA) and Prony analysis [4], mode metering [5], matrix
pencil [6], and Hilbert-Huang transform [7]. However, all of
these algorithms are based on offline techniques, and that too
using only a handful (but observable) set of PMUs. In con-
trast, we formulate the mode estimation problem as a global
consensus problem for the coefficients of the characteristic
polynomial of the system, and then solve it using Alternating
Direction Method of Multipliers (ADMM) [8]. The physi-
cal grid is assumed to be divided into multiple balancing
regions or areas, which may or may not be coherent, but
belong to different utility companies. PMUs in each area
communicate their data in real-time to estimator(s) or Phasor
Data Concentrators (PDC) located at the local control center
via a Virtual Private Network (VPN). These local PDCs can
then share information between each other and also with a
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central PDC located at the Independent System Operator (ISO)
through a wide-area communication network, examples of
which can range from standard Internet to any controllable net-
work such as Software Defined Network (SDN). We consider
a probabilistic traffic model for modeling delays in such con-
trollable wide-area networks, and study how these delays enter
the process of information exchange between the PDCs. The
definition of information for this specific application pertains
to the vector of local estimates of the coefficients of the char-
acteristic polynomial of the system transfer function, estimated
by each PDC using local PMU measurements. The reason for
exchanging these small-size local estimates instead of large
volumes of PMU data between the various PDCs follows from
transmission costs as well as real-time computation costs. We
propose four different update rules by which the convergence
rate of ADMM and the accuracy of estimation of these coeffi-
cients can be made immune to the asynchrony resulting from
the network traffic as much as possible. We carry out extensive
simulations using an IEEE prototype power system model to
show possible numerical instabilities and sensitivities of the
ADMM convergence on our proposed strategies. Preliminary
results on two of the proposed algorithms, considering only
uni-directional delays, have recently been reported in our con-
ference paper [9]. This paper extends those initial findings
to two new strategies, each with multiple sub-scenarios, and
considers the combined impact of both uplink and downlink
delays in asynchronous ADMM.

Several recent papers on distributed optimization such
as [10]–[14], and references therein, have presented sem-
inal results on how ADMM can be used for distributed
estimation under asynchronous communication. The optimiza-
tion architecture involving a master-slave strategy proposed
in [13], for example, is especially relevant to our problem.
Applications of these algorithms to various practical exam-
ples have also been illustrated [15]–[18]. However, majority
of these papers do not consider any explicit model of the
network delays from where the asynchrony arises. The nov-
elty of our work in contrast to these existing papers is
to bridge this gap, and investigate how various parameters
of the network traffic models for wide-area communica-
tion networks, for example, can impact convergence and
accuracy of distributed estimation. The underlying motiva-
tion for this approach, again, is to emphasize on the con-
trollability properties of future SDNs by which the delay
model parameters can be appropriately controlled in order
to guarantee desired rates of convergence for our proposed
algorithms.

The remainder of the paper is organized as fol-
lows. Section II formulates the mode estimation prob-
lem using Synchrophasors, and casts it as a distributed
consensus problem using ADMM. Section III provides
a stochastic delay model for wide-area communication
networks. Section IV proposes multiple asynchronous
ADMM (A-ADMM) strategies, and also derives their conver-
gence conditions. Section V presents simulation results for
the different variants of A-ADMM, and compares them with
a distributed subgradient method. Section VI concludes the
paper.

II. PROBLEM STATEMENT AND RECAP OF MODE

ESTIMATION USING SYNCHRONOUS ADMM

A. Problem Statement

Consider a power system with n synchronous generators
and nl loads connected by a given topology. Each synchronous
generator is modeled by a second-order swing equation, and
each bus is modeled by two algebraic equations for active and
reactive power balance. We convert this differential-algebraic
model to a completely differential model using standard tech-
niques of Kron reduction, and arrive at a linearized state
variable model for the n-machine system as:[

�δ̇(t)

�ω̇(t)

]
=
[

0n×n ωsIn

M−1L −M−1D

]
︸ ︷︷ ︸

A

[
�δ(t)

�ω(t)

]
,

y(t) = col(yp(t)), for p = 1, . . . , P, (1)

where �δ = [�δ1 · · · �δn]T , �ω = [�ω1 · · · �ωn]T , M =
diag(M1, . . . , Mn), and D = diag(D1, . . . , Dn), with �δi, �ωi,
Mi, and Di being the small-signal angle deviation, the small-
signal frequency deviation, inertia, and mechanical damping of
the ith generator, respectively. In is the (n×n) identity matrix,
and ωs is the synchronous speed of the system. The (n × n)

matrix L is the Laplacian matrix whose elements, neglecting
the line resistances, are defined as

[L]ij = EiEj

xij
cos
(
δi0 − δj0

)
, [L]ii = −

∑
j

[L]ij (2)

where xij is the equivalent reactance between generators i and
j in the Kron-reduced form, Ei is the internal voltage and δi0
is the equilibrium angle of the ith generator. We consider the
output vector y(t) to be a set of phase angle and frequency
measurements yp(t), p = 1, . . . , P, measured by PMUs at p
designated buses. Other outputs such as bus voltages and cur-
rents may also be considered but we restrict our analysis to
phase angles and frequencies only. The eigenvalues of A are
denoted by (−σk ± j�k), ( j = √−1), where �k and σk > 0
are the frequency and damping factor of the kth mode for
k = 1, . . . , 2n, respectively. Our objective is to estimate these
2n eigenvalues of A from y(t) in a distributed fashion using
multiple computational resources. For this purpose, we next
describe how the commonly used Prony algorithm for modal
estimation can be cast as a distributed optimization problem.
We first recall the centralized Prony algorithm, and thereafter
reformulate it as a distributed algorithm.

B. Distributed Prony With Synchronous ADMM [2]

A generic expression for the solution of yp(t) in (1) can be
written as

yp(t) =
2n∑

k=1

rp,ke(−σk+j�k)t + r∗p,ke(−σk−j�k)t. (3)

Each component in the RHS of (3) is referred to as a mode.
σk is the damping, �k is the frequency of the kth mode, and
rpk is the residue of the kth mode reflected in the pth output.
Sampling yp(t) with a uniform sampling period of T , a generic
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Fig. 1. Distributed architecture for a 4-area power system network.

expression for the z-transform of yp(m) � yp(t)|t=mT , (m =
0, 1, . . . , M), can be written as

Yp(z) = bp,0 + bp,1z−1 + bp,2z−2 + · · · + bp,2nz−2n

1+ a1z−1 + a2z−2 + · · · + a2nz−2n
, (4)

where a’s and b’s are constant coefficients of the characteristic
polynomial and the zero polynomial, respectively, assum-
ing that the incoming small-signal disturbance input can be
modeled as a unit impulse. The roots of the characteristic
polynomial will give us the discrete-time poles of the sys-
tem. One may, therefore, first estimate the coefficient vector
a : {a1, . . . , a2n}, compute the discrete-time poles, and finally
convert them to the continuous-time poles to obtain σk and
�k, for k = 1, . . . , 2n, using the following algorithm, often
referred to as the Prony algorithm [6]:

Step 1. Taking the inverse z-transform of (4) one may write⎡
⎢⎢⎢⎣

yp(2n)

yp(2n+ 1)
...

yp(2n+ �)

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
cp

=

⎡
⎢⎢⎢⎣

yp(2n− 1) · · · yp(0)

yp(2n) · · · yp(1)
...

...

yp(2n+ �− 1) · · · yp(�)

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
Hp

⎡
⎢⎢⎢⎣
−a1
−a2

...

−a2n

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
a

(5)

where � is an integer satisfying 2n+� ≤ M−1. Concatenating
cp and Hp in (5) for p = 1, . . . , P, one can find a by solving
a least-squares (LS) problem

min
a

1

2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
⎡
⎢⎣

H1
...

HP

⎤
⎥⎦a−

⎡
⎢⎣

c1
...

cP

⎤
⎥⎦
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

, (6)

where ‖·‖ denotes the 2-norm of a vector.
Step 2. Find the roots of the discrete-time characteristic

polynomial, say denoted by zk, k = 1, . . . , 2n. Then, the
desired eigenvalues λk are equal to ln(zk)/T .

The LS problem (6) can be reformulated as a global consen-
sus problem over a network of N computational areas spanning
the power grid. An example with four areas is shown in Fig. 1.
We assume each area to be equipped with one local PDC
(located at its control center) as shown in the figure. These
PDCs receive local PMU measurements, run a local LS using

these measurements, and then share the estimated parameters
with a supervisory PDC at the ISO. For convenience, we will
refer to the PDCs inside the areas as ‘local PDC’ and the
PDC at the ISO as ‘central PDC’ as indicated in Fig. 1. The
problem (6) then can be rewritten as

min
a1,...,aN ,z

N∑
i=1

1

2

∣∣∣∣∣∣Ĥiai − ĉi

∣∣∣∣∣∣2, s.t ai − z = 0, (7)

for i = 1, . . . , N, where, Ĥi = col(Hp), ĉi = col(cp), p =
1, . . . , Pi (where Pi is the number of sensors in Area i), ai is
the vector of the primal variables, and z is the global consen-
sus variable. The value of Pi may be different in each Area i.
The global consensus solution of (7) is achieved when the
local estimates of the N regional PDCs, ai, ∀ i = 1, . . . , N,
reach the same value. To solve (7) in a distributed way, we
use ADMM [8], which reduces to the following set of recur-
sive updates by using an augmented Lagrangian (for details,
please refer to [2]):

w(k)
i = w(k−1)

i + ρ
(

a(k)
i − z(k)

)
, (8a)

a(k+1)
i =

((
Ĥ(k)

i

)T
Ĥ(k)

i + ρI
)−1

×
((

Ĥ(k)
i

)T
ĉ(k)

i − w(k)
i + ρz(k)

)
, (8b)

z(k+1) = 1

N

N∑
i=1

(
a(k+1)

i + (1/ρ)w(k)
i

)
, (8c)

where w(k)
i is the vector of the dual variables or the Lagrange

multipliers associated with (7) at iteration k, and ρ > 0 denotes
the penalty factor. Ĥ(0)

i = Ĥi as defined in (7), and new
PMU measurements are added to this matrix with every sub-
sequent iteration. Alternatively, one may also construct Ĥ(k)

i
over a sliding window of measurements to maintain a fixed
matrix size. In [2] we developed the cyber-physical architec-
ture by which local PDCs and the central PDC can exchange
information between each other for executing (8). We sum-
marize that architecture as follows. Consider the kth iteration.
Referring to Fig. 1: Step 1) at time t(k)1,i , any local PDC i

runs the dual-primal update to gain (w(k)
i , a(k+1)

i ) using (8a)
and (8b) after receiving the consensus variable z(k) from the
central PDC; Step 2) at time t(k)2,i , the local PDC i transmits

updated dual-primal variable set (w(k)
i , a(k+1)

i ) to central PDC;
Step 3) at time t(k)3,i , the central PDC calculates the consensus

variable z(k+1) using (8c); Step 4) at time t(k)4,i , the central PDC
broadcasts z(k+1) to the local PDCs in each area for their next
update. The underlying assumption here is that every update
in (8) can be performed by the local PDCs in parallel, i.e., they
are all synchronized with each other. The algorithm (8) is,
therefore, referred to as synchronous ADMM (S-ADMM).

In practice, however, the communication between the local
PDCs and the central PDC will always involve communication
delays, thereby leading to asynchrony in message arrivals at
all PDCs. The timing diagram under that condition, as shown
in Fig. 2, will consist of three main delay-sensitive compo-
nents: (1) local PMU measurements stream in real-time to the
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Fig. 2. Timing diagram for Asynchronous ADMM.

local PDCs. Since this communication happens over a private
network, we ignore this communication delay throughout this
paper; (2) the green dash lines between time t(k)2,i and time t(k)3,i

at any iteration k show that the local estimates (w(k)
i , a(k+1)

i )

arrive at the central PDC at different instants t(k)3,i , i = 1, . . . , N

due to variable uplink delays; (3) the green dash lines between
time t(k)4 and time t(k+1)

1,i show that the consensus variable

z(k+1) arrives at different instants t(k+1)
1,i , i = 1, . . . , N at

different local PDCs due to variable downlink delays. The
resulting algorithm is referred to as asynchronous-ADMM or
A-ADMM [10]. One trivial way to counteract the asynchrony
would be to force all PDCs to wait till they receive every
scheduled message at every iteration. This, however, can lead
to unacceptably slow convergence times, and, depending on
network congestion, can even turn out to be very risky in case
any message gets lost or delayed for an uncertain period of
time. Instead, we wish to counteract asynchrony by defining
a set of flexible deadlines for message arrival in every PDC,
and accordingly by modifying the update rules in (8) based
on only those messages that respect these deadlines. In order
to understand how these deadlines should be constructed
in accordance to the network traffic, we first develop a
probability distribution model for the network delays.

III. DELAY MODEL FOR WIDE-AREA COMMUNICATION

Following [20], we model the stochastic end-to-end delay
experienced by a message between the central PDC and local
PDCs in terms of three components: the minimum deter-
ministic delay, denoted by m; the Internet traffic delay with
Probability Density Function (PDF), denoted by φ1; and the
router processing delay with PDF, denoted by φ2. Then, the
PDF of the total delay at any time t is given as

φ(t) = pφ2(t)+ (1− p)φ1(t) ∗ φ2(t), t ≥ 0, (9)

with φ1(t) ∗ φ2(t) =
∫ t

0 φ2(u)φ1(t − u)du. Here p is the prob-
ability of open period of the path with no Internet traffic,
and the router processing delay can be well approximated

by a Gaussian density function φ2(t) = 1
σ
√

2π
e
− (t−μ)2

2σ2 , where

μ > m. The Internet traffic delay is modeled by an alter-
nating renewal process with exponential closure period when
the Internet traffic is on, with the PDF φ1(t) = λe−λt,
where λ−1 models the mean length of the closure period. The
benchmark value of all parameters of this model are set as:
p = 0.58, λ = 1.39, μ = 5.3, σ = 0.078, following [20].

We next derive the Cumulative Distribution Function (CDF)
of the delay model. First, (9) can be rewritten as

φ(t) = p

σ
√

2π
e
− (t−μ)2

2σ2 + λ(1− p)

σ
√

2π
e−λt

∫ t

0
e
λs− (s−μ)2

2σ2 ds.

(10)

We rewrite the integral part of (10) by using the error function

erf(x) = 2√
π

∫ x
0 e−t2 dt, to get

φ(t) = p

σ
√

2π
e
− (t−μ)2

2σ2

+ λ(1− p)

2
e

(
1
2 λ2σ 2+μλ

)
e−λterf

(
t − λσ 2 − μ√

2σ

)

+ λ(1− p)

2
e

(
1
2 λ2σ 2+μλ

)
erf

(
λσ 2 + μ√

2σ

)
e−λt. (11)

By using the partial integral method and the first derivative
of the error function, d

ds erf(s) = 2√
π

e−s2
, we derive the CDF

of the delay model as

P(t) =
∫ t

−∞
φ(s)ds = 1

2

[
erf

(
μ√
2σ

)
+ erf

(
t − μ√

2σ

)]

+ (p− 1)

2
e

(
1
2 λ2σ 2+μλ

)
e−λt

×
[

erf

(
λσ 2 + μ√

2σ

)
+ erf

(
t − λσ 2 − μ√

2σ

)]
. (12)

Random delays from this CDF will next be imposed on the
communication links to emulate A-ADMM.

IV. PROPOSED A-ADMM STRATEGIES

A. Strategy I

In this strategy PDCs skip messages that do not arrive within
a chosen deadline. We define two deadlines or delay thresh-
olds, namely d∗1 > 0 and d∗2 > 0 in milliseconds, for the uplink
and downlink delays, respectively. Without loss of generality,
we assume that the counting of these deadlines start from the
instant at which any PDC sends out any message at any iter-
ation. For simplicity of notations, we also assume that every
local PDC is assigned the same threshold d∗2 although same
exact analyses will hold for different threshold values at dif-
ferent PDCs. Following the timing diagram in Fig. 2, if any
local update (w(k)

i , a(k+1)
i ) does not arrive at the central PDC

within time d∗1, the central PDC skips them, and computes the
consensus variable z(k+1) in (8c) simply as,

z(k+1) = 1∣∣∣S(k)
1

∣∣∣
∑

i∈S(k)
1

(
a(k+1)

i + (1/ρ)w(k)
i

)
. (13)

where S(k)
1 is the index set of local PDCs whose messages

arrive on time, and S(k)
2 is the index set for PDCs that can

receive z(k+1) within time, at the kth iteration.
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Algorithm 1 A-ADMM With Strategy I
1: procedure CENTRALPDC(ε)
2: initialize: k = 1, d∗1
3: repeat
4: repeat
5: wait
6: receive updates (w(k)

i , a(k+1)
i )

7: until timer ≥ d∗1 or all updates received
8: update z(k+1) by (13)
9: broadcast z(k+1) to all local PDCs

10: k← k + 1
11: until �z = ||z(k+1) − z(k)|| ≤ ε

12: end procedure
13: procedure LOCALPDC i
14: initialize: k = 1, w(0)

i = 0, a(0)
i = 1, d∗2;

15: repeat
16: repeat
17: wait
18: until timer ≥ d2

∗, or receive z(k)

19: update yi(k), Ĥ(k)
i , ĉ(k)

i by (5)
20: if global update received then
21: update (w(k)

i , a(k+1)
i ) by (8a), (8b)

22: else
23: w(k)

i = w(k−1)
i ; a(k+1)

i = a(k)
i

24: end if
25: send (w(k)

i , a(k+1)
i ) to the central PDC

26: k← k + 1
27: until termination
28: end procedure

On the other hand, if any local PDC i does not receive
z(k) from the central PDC within the delay threshold d∗2, it
skips the update (8a)-(8b) altogether, and simply returns the
local estimate (w(k−1)

i , a(k)
i ) (i.e., the estimate from the pre-

vious iteration) to the central PDC. For a practical Internet
model, the skipping strategy is most suitable for scenarios that
involve exceptionally long delays or possible packet loss. The
algorithm for this strategy is listed in Algorithm 1.

B. Strategy II

In this strategy PDCs use internal memory to replace mes-
sages that do not arrive within the respective deadlines with
their values from previous iteration. Memorized data from
PDCs, for example, can be stored and retrieved via a dis-
tributed storage service [21]. Following the timing diagram in
Fig. 2, if any local update (w(k)

i , a(k+1)
i ) does not arrive at the

central PDC within time d∗1, the central PDC computes the
consensus variable z(k+1) in (8c) as

z(k+1) = 1

N

⎛
⎜⎝∑

i∈S(k)
1

(
a(k+1)

i + w(k)
i

ρ

)

+
∑

i/∈S(k)
1

(
a(li+1)

i + w(li)
i

ρ

)⎞⎟⎠, (14)

where li ∈ {k−1, k−2, k−3, . . .} denotes the index of the latest
message that arrived successfully at the central PDC from the
ith local PDC. Similarly, if any local PDC i, i /∈ S(k)

2 does not
receive z(k) within its deadline, then it updates (8a)-(8b) as

w(k)
i = w(k−1)

i + ρ
(

a(k)
i − z(li)

i

)
, (15a)

a(k+1)
i =

((
Ĥ(k)

i

)T
Ĥ(k)

i + ρI
)−1

×
((

Ĥ(k)
i

)T
ĉ(k)

i − w(k)
i + ρz(li)

i

)
. (15b)

where li ∈ {k − 1, k − 2, k − 3, . . .} denotes the index of the
latest message that arrived successfully at the ith local PDC.
Note that li �= lj, in general. However, since every PMU data
is time-stamped by GPS, the PDCs will have the ability to
stamp or decipher the iteration number corresponding to any
message they send or receive.

1) Adjustment in Stopping Criterion: The usual practice in
S-ADMM is to keep track of �z = ||z(k+1) − z(k)||, and ter-
minate the algorithm once �z falls below a chosen tolerance.
This step needs to be modified for A-ADMM with Strategy II.

The reason is as follows. In case every local update (w(k)
i ,

a(k+1)
i ), i = 1, . . . , N arrive after time d∗1 at the central PDC,

then the newest update of z(k+1) will be computed from its
stored latest update, which is exactly same as z(k) causing �z
to be zero. This may force the algorithm to terminate prema-
turely. To alleviate impact of delayed updates, we first modify
the stopping criteria to

�z = 1∣∣∣S(k)
1

∣∣∣
∑

i∈S(k)
1

∣∣∣∣∣∣(a(k+1)
i − a(li)

i

)
+ (1/ρ)

(
w(k)

i − w(li−1)
i

)∣∣∣∣∣∣.
(16)

where (w(li−1)
i , a(li)

i ) is the latest local update received from the
ith local PDC at the (k−1)th iteration at the central PDC. The
tolerance factor, denoted by ε, is set to be a constant value for
every iteration (10−6 in our simulations). Another way would
be to adjust ε adaptively according to the number of non-
delayed estimates. It chooses smaller values of ε for smaller
values of |S(k)

1 |. That is, we define a vector ε = [ε1, . . . , εN]
such that for |S(k)

1 | = 1 we use ε1, for |S(k)
1 | = 2 we use ε2,

and so on, where ε1 < ε2 < · · · < εN , [9]. The different steps
of A-ADMM with Strategy II are shown in Algorithm 2.

C. Conditions for Convergence

A valid question that may arise at this point is under
what conditions will Strategy 1 and Strategy 2 guarantee
convergence of A-ADMM. In this section we derive these
conditions, first by expressing the consensus model (8) in a
structured discrete-time state-space form, and thereafter apply-
ing small-gain theorem [22]. For simplicity of notations, and
without any loss of generality, we assume the matrices Ĥi

and ĉi to be time-invariant. Denoting Ai = ((Ĥi)
TĤi +

ρI2n)
−1, after a few calculations one can easily derive that (8)



2128 IEEE TRANSACTIONS ON SMART GRID, VOL. 7, NO. 4, JULY 2016

Algorithm 2 A-ADMM With Strategy II
1: procedure CENTRALPDC(ε)
2: initialize: k = 1, d∗1
3: repeat
4: repeat
5: wait
6: receive updates (w(k)

i , a(k+1)
i )

7: until timer ≥ d∗1 or all updates received
8: update z(k+1) by (14), update �z by (16)
9: broadcast z(k+1) to all local PDCs

10: k← k + 1
11: until �z ≤ ε

12: end procedure
13: procedure LOCALPDC i
14: initialize: k = 1, w(0)

i = 0, a(0)
i = 1, d∗2;

15: repeat
16: repeat
17: wait
18: until timer ≥ d∗2, or receive z(k)

19: update yi(k), Ĥ(k)
i , ĉ(k)

i by (5)
20: if global update received then
21: update (w(k)

i , a(k+1)
i ) by (8a), (8b)

22: else
23: update (w(k)

i , a(k+1)
i ) by (15a), (15b)

24: end if
25: send (w(k)

i , a(k+1)
i ) to the central PDC

26: k← k + 1
27: until termination
28: end procedure

can be written as

a(k+1) =
[

L11 L12
I 0

]
︸ ︷︷ ︸

L0

a(k), (17)

where, a(k) = [a(k)
1

T
. . . a(k)

N
T

a(k−1)
1

T
. . . a(k−1)

N
T

], and the
submatrices in the RHS are given by

L11 =

⎡
⎢⎢⎢⎣

I − ρA1 + 2
N ρA1 . . .

2ρA1
N

2ρA2
N . . .

2ρA2
N

...
. . .

. . .
2ρAN

N
2ρAN

N I − ρAN + 2
N ρAN

⎤
⎥⎥⎥⎦
(18)

L12 =
⎡
⎢⎣
−ρA1

N . . . −ρA1
N

...
. . .

...

−ρAN
N . . . −ρAN

N

⎤
⎥⎦. (19)

It can be verified that every row of the matrix L0 sums to
one, and, hence, the system has a consensus manifold defined
at a(k)

1 = a(k)
2 = · · · = a(k)

N as k → ∞ (for details please
see [23]).

Next, to model the delays in A-ADMM, we define N
binary numbers {dk

1, dk
2, . . . , dk

N} for any iteration k where dk
i

expresses whether the estimate of the local PDC i at iteration

k arrives at the central PDC within the threshold d∗1 or not:

di
k =

{
1, arrive
0, delay.

Using Strategy 1 for the averaging step, it can then be easily
derived that the state-space representation of A-ADMM takes
the form

a(k+1) =
(

L0 + P Qk R
)

a(k) (20)

where, L0 is the stable state matrix for the delay-free
model (17), and the matrices P, Qk and R are given as

P =
[

C1 C2
0 0

]
, Qk =

[
Fk 1

2N I
2
N I Fk−1

]
, R = I (21)

where,

C1 =

⎡
⎢⎢⎢⎣

2ρA1 2ρA1 . . . 2ρA1
2ρA2 2ρA2 . . . 2ρA2

...
...

. . .
...

2ρAN 2ρAN . . . 2ρAN

⎤
⎥⎥⎥⎦, (22)

C2 =

⎡
⎢⎢⎢⎣
−ρA1 −ρA1 . . . −ρA1,

−ρA2 −ρA2 . . . −ρA2
...

...
. . .

...

−ρAN −ρAN . . . −ρAN,

⎤
⎥⎥⎥⎦, (23)

Fk = diag

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

dk
1

N∑
i=1

dk
i

,
dk

2
N∑

i=1
dk

i

, ...,
dk

N
N∑

i=1
dk

i

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

, (24)

Fk−1 = diag

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

dk−1
1

N∑
i=1

dk−1
i

,
dk−1

2
N∑

i=1
dk−1

i

, ...,
dk−1

N
N∑

i=1
dk−1

i

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (25)

From small-gain theorem [22] it, therefore, follows that
A-ADMM with Strategy 1, given by the model (20), is
convergent if ∣∣∣∣∣∣P (zI − L0)

−1 R
∣∣∣∣∣∣∞ <

1

γ
(26)

where ||Qk|| < γ , i.e., γ is the maximum upper bound on the
norm of the delay-matrix Qk over all iterations k. If dk

i = 1
for every i, then PQkR = 0 for every k, and (20) retains its
stability and convergence. Equation (26), therefore, models the
trade-off in stability for A-ADMM when dk

i deviates from
unity for a certain set of PDCs i. A similar state-space form
and small-gain condition can be derived for A-ADMM with
Strategy 2 using the exact same approach as above, but we
skip its derivation here for space limitations.

D. Strategy II With Gradient Update

It is well-known that ADMM algorithms typically show
steep initial convergence to a ball around the optimal point,
and slow convergence towards the optimal thereafter [24], [25].
This fact motivates us to add a gradient update term to (15)
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TABLE I
COMPARISON OF A-ADMM STRATEGIES W.R.T SENSITIVITY TO NETWORK CHARACTERISTICS

to improve convergence as:

w(k)
i = w(k−1)

i + ρ
(

a(k)
i −

(
z(li) + γi

(
z(li) − z(li−1)

)))
,

(27a)

a(k+1)
i =

((
Ĥ(k)

i

)T
Ĥ(k)

i + ρI
)−1((

Ĥ(k)
i

)T
ĉ(k)

i − w(k)
i

+ ρ
(

z(li) + γi

(
z(li) − z(li−1)

))
, (27b)

where, li ∈ {k − 1, k − 2, . . . }, and γi is the step size whose
value can be flexibly adjusted to expedite convergence. That
is, now the local PDC i, i /∈ S(k)

2 uses z(li) + γi(z(li) − z(li−1))

instead of z(li) in its update equations. Since (8) is solving
consensus, this gradient information can improve the closeness
of z(k) to z(k+1) compared to z(li). The update at the central
PDC remains same as in (14).

Table I compares the three A-ADMM strategies in terms of
their sensitivity to different communication bottlenecks.

E. Other Strategies

Other heuristic strategies can also be used to mitigate asyn-
chrony by taking advantage of fact that (8) is a consensus
problem. One such strategy can be to use spatial correlation
between the estimates generated by the local PDCs at every
iteration. Local estimates a(k)

i and a(k)
j for any two PDCs i

and j, located at two different spatial locations in the grid,
are likely to be close in their magnitudes over iteration k,
and exactly equal as k → ∞. The closeness at any given k,
especially for smaller values of k, of course depends on the
difference between the initial conditions a(0)

i and a(0)
j , and indi-

vidual convergence rates of the two PDCs depending on their
network traffic. The idea, therefore, is to keep track of the cor-
relation factors between every pair of local estimates at the
central PDC. The correlation coefficient ρ

(a(k)
i ,a(k)

j )
between

a(k)
i and a(k)

j with expected values μa(k)
i

and μa(k)
j

and standard

deviations σa(k)
i

and σa(k)
j

is defined as

ρ(
a(k)

i ,a(k)
j

) = cov
(

a(k)
i , a(k)

j

)
σa(k)

i
σa(k)

j

=
E
[(

a(k)
i − μa(k)

i

)]
E

[(
a(k)

j − μa(k)
j

)]
σa(k)

i
σa(k)

j

. (28)

The central PDC computes the correlation matrix Ck as

Ck =

⎡
⎢⎢⎢⎢⎢⎢⎣

ρ(
a(k)

1 ,a(k)
1

) ρ(
a(k)

1 ,a(k)
2

) . . . ρ(
a(k)

1 ,a(k)
N

)
ρ(

a(k)
2 ,a(k)

1

) ρ(
a(k)

2 ,a(k)
2

) . . . ρ(
a(k)

2 ,a(k)
N

)
...

... . . .
...

ρ(
a(k)

N ,a(k)
1

) ρ(
a(k)

N ,a(k)
2

) . . . ρ(
a(k)

N ,a(k)
N

)

⎤
⎥⎥⎥⎥⎥⎥⎦

. (29)

If at iteration (k + 1) any estimate a(k+1)
i does not arrive on

time, then the central PDC scans Ck, and locates the index
j such that ρ

(a(k)
i ,a(k)

j )
has the highest magnitude among all

entries in the ith row of Ck. If a(k+1)
j has arrived on time,

then it substitutes the missing value a(k+1)
i by a(k+1)

j instead

of a(li+1)
i as in (14). In other words, (14) now takes the form

z(k+1) = 1

N

⎛
⎜⎝∑

i∈S(k)
1

(
a(k+1)

i + w(k)
i

ρ

)
+
∑

j/∈S(k)
1

⎛
⎝a(k+1)

Jj
+

w(k)
Jj

ρ

⎞
⎠
⎞
⎟⎠.

(30)

where Jj = arg max
i∈S(k)

1
Ck( j, i).

V. SIMULATION RESULTS

To verify the A-ADMM algorithms described in Section IV,
we consider the IEEE 68-bus system. The system is divided
into 4 areas, each with one local PDC and 3 PMUs. The sim-
ulated measurements of bus frequency are obtained using the
Power Systems Toolbox (PST) nonlinear dynamics simulation
routine. A three-phase fault is considered occurring at the line
connecting buses 1 and 2. The fault starts at t = 0.1 sec, clears
at bus 1 at t = 0.15 sec and at bus 2 at t = 0.20 sec. The
measurements are downsampled and the sampling period T
is increased up to 0.2 seconds. Our objective is to estimate
the post-fault inter-area oscillation modes of the system using
real-time PMU measurements of bus frequency. Since there
are 16 generators, each with six states, our proposed algo-
rithms should ideally solve a 96th-order polynomial. However,
offline analysis of the model revealed that choosing 2n = 40
yields a satisfactory estimate of the inter-area modes as most
of the residues for the high frequency modes are practically
zero. The initial 10 samples (2 seconds) of the measurements
are gathered before starting the optimization iterations. We set
ρ = 10−9, and ε = 10−6.

A. S-ADMM v.s. A-ADMM

We first consider a fundamental comparison of S-ADMM
and A-ADMM with Strategy I. From our delay model, we note
that P(X ≤ 5.67) = 0.8, meaning that d∗1 = d∗2 = 5.67 ms
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Fig. 3. Comparison of convergence and accuracy of Strategy I and S-ADMM.

will lead to 20% of the messages be delayed. Using these
values, we simulate 1000 runs of the A-ADMM experiments
with Strategy I, and plot the expected values of the conver-
gence error in Fig. 3. The strategy is subdivided into three
different cases, namely: 1) Downlink case, where we only
consider those runs where downlink deadlines are missed,
but uplink deadlines are always met; 2) Uplink case, where
the reverse happens; and 3) Bi-link case, which is the usual
A-ADMM with Strategy I. The left panel of Fig. 3 shows that
compared to the smooth convergence of S-ADMM, the con-
vergence of A-ADMM becomes jittery as more asynchrony is
added. Setting the accuracy of estimation to be fixed at 99.5%
or more, convergence rate clearly slows down from 36 itera-
tions in S-ADMM to 45 for the Downlink case, 105 for the
Uplink case, and 113 for general A-ADMM with bi-directional
delay. The right panel of this figure shows the convergence
and accuracy of the estimated values of the frequency of the

Fig. 4. Correlation analyses for S-ADMM v.s A-ADMM with Strategy I.

Fig. 5. Comparison of convergence and accuracy of Strategy I and II w.r.t
delay threshold.

three dominant modes. Fig. 4 shows the correlation plots of
every local estimate and the consensus variable over differ-
ent iterations, illustrating the relative convergence rates of the
estimates at the five different PDCs.

B. Sensitivity of A-ADMM to Delay Thresholds

We next test the impact of d∗1 and d∗2 on the convergence
and accuracy of the A-ADMM strategies. For each strategy, we
run 200 runs for each different choice of the delay thresholds
by using 200 pre-generated sets of delays using model (12).
Fig. 5 and 6 show the relationships between different delay
thresholds and the average convergence rate and accuracy.
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TABLE II
SENSITIVITY OF GRADIENT UPDATE TO DELAY THRESHOLD

1) Strategy I: From the left subfigure in Fig. 5(a), we see
that in the Downlink case, the number of iterations increases
slowly when the CDF τ of the delay threshold d∗2 decreases
from 1 to 0.2. Even when τ = 0.1, meaning that z(k) only has
10% possibility to arrive by the deadline, the algorithm still
converges in 100 iterations. However, in Uplink case, once
τ = 0.1, the algorithm faces numerical instability, and there-
fore diverges. Also, as τ decreases from 1 to 0.5, k∗ increase
dramatically up to 500, while it remains around the value
of 400 for τ ∈ [0.2, 0.4]. As expected, the bi-link case has
the shortest stable range of τ ∈ [0.8, 1], and largest value of
k∗, compared to the other two cases. If τ ≤ 0.7, the algo-
rithm diverges irrespective of the choice of the deadlines,
indicating that Strategy I is very sensitive to bi-directional
delays. Estimation accuracy of 99.1% or more is maintained
by adjusting ε of the stop criterion from 10−6 to 10−8 or
10−7, as shown in the blue dash lines in Fig. 5(a). After the
adjustment, the Downlink case still has much better conver-
gence than the Uplink case, indicating that message-skipping
impacts the averaging step far more than the local least-square
update step.

2) Strategy II - Lost Data: Strategy II is further divided
into two subcases - namely, lost data and delayed data. Lost
data essentially implies that if any message does not arrive on
time at any PDC it is considered to be unusable for future iter-
ations. Fig. 5(b) shows that similar to Strategy I, the accuracy
of this strategy drops dramatically from 99.08% to 96.27%
when τ decreases from 0.8 to 0.2 in Downlink case. Even after
adjustment of ε, it has worse convergence than Strategy I. This
observation implies that if the local PDC i does not receive
any message on time it is more advisable to skip the update
rather than using out-of-date information about z(k). For the
Uplink case, however, this strategy has significantly better con-
vergence and accuracy guarantees than Strategy I, especially
for τ ∈ [0.2, 1], implying that when the probability of data
loss is high, it is more advisable for the central PDC to use
stored values of local updates rather than skipping them.

3) Strategy II - Delayed Data: This is the usual A-ADMM
with Strategy II, where delayed data are used in future iter-
ations. It has the best convergence and accuracy guarantees
among the three representative cases described so far, partly

TABLE III
HYBRID CONTROL STRATEGIES

because of zero packet loss rate, and partly due to limited
maximum communication delay. In Downlink case, the blue
line in the left subfigure of Fig. 5(c), indicates that the iteration
number k∗ has the lowest value for each given τ , compared
to the blue lines of both Strategy I and Strategy II - Lost data
before adjustment. In Uplink case, the magenta line shows
smallest k∗ in the same effective range of τ ∈ [0.2, 1]. For the
Bi-link case, this not only converges in the smallest number
of iterations k∗ for a given τ , but also has the longest effective
range of τ ∈ [0.4, 1] guaranteeing numerical stability.

4) Hybrid Strategies: So far we have considered cases
where Strategy I and Strategy II are employed independently
for the estimation. We next consider the cases when these two
strategies are used in combinations. Four possible such hybrid
strategies, shown in Table III, are considered. Fig. 6 shows
the relationship between the delay threshold and the conver-
gence and accuracy guarantees of these hybrid cases. Three
main conclusions can be drawn from Fig. 6: (1) Hybrid-1
and Hybrid-2 have worse convergence because Strategy I is
employed in the uplink communication, while Strategy II is
applied to the downlink communication. When τ ≤ 0.8, they
force the algorithm to start to diverge, as shown with black
and red lines in the left subfigure of Fig. 6(a), respectively;
(2) A magnified view of Fig. 6(b) shows that when the delay
thresholds (d∗1, d∗2) are larger than 5.35 ms, namely τ ≥ 0.5,
the standard Strategy II-Delayed Data has best convergence
with accuracy above 99.13%; (3) Finally, when τ ∈ [0.1, 0.4],
Hybrid-3 and Hybrid-4 still guarantee convergence, while both
Strategy II-Lost data and Strategy-II Delayed data start to
diverge. Therefore, if we need to set the delay thresholds to
small values, Hybrid-3 is the best choice.

5) Strategy II With Gradient Update: This strategy is most
effective when the initial conditions for the local updates
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TABLE IV
COMPARISON OF CONVERGENCE OF A-ADMM AND A-DSM

Fig. 6. Comparison of convergence and accuracy of hybrid strategies w.r.t
delay threshold.

are noticeably different from each other. To demonstrate this
method we set a(0)

1 = 0.011, a(0)
2 = 0.11, a(0)

3 = 1, a(0)
4 = 101,

where 1 is a vector of ones with 40 rows (the number of
unknown coefficients of the characteristic polynomial is con-
sidered to be 40). The convergence guaranteed by S-ADMM
in this case is k∗ = 117, and accuracy (on a scale of 1) is
α = 0.9938. Table II shows that the gradient method improves
convergence k∗ for relatively the same accuracy factor α by
tuning the step size γ , considering γi = γ , ∀i = 1, .., N. The
symbol ‘−’ in the table means that the algorithm diverges. The
stable range of τ ∈ [0.2, 0.9] for Downlink and τ ∈ [0.4, 0.9]
for Bi-link is increased to τ ∈ [0.1, 0.9], and τ ∈ [0.5, 0.9],
respectively, after the gradient update. Table II also shows the
optimal value of γ for a given τ . It should be noted that when
τ is large, i.e., when the delay threshold is large, then γ must
be chosen to be large as well for optimal convergence. The
range of stable γ , however, is increased in that condition.

The heuristic strategy involving spatial correlation analy-
sis, as in (29), for this example shows comparable results to
the above, especially when the initial conditions are scattered.
However, we defer the details of those results to future for
the sake of brevity and space limitation. Also, we note that
since the basic S-ADMM problem involves only two simple
steps of local least-squares and averaging, all of these pro-
posed A-ADMM strategies are highly scalable with network
size and the number of PMUs.

C. A-ADMM v.s. A-DSM

We next compare our A-ADMM algorithm with Distributed
Subgradient Method (DSM), another commonly used dis-
tributed optimization algorithm [26], [27], in terms of
the convergence and the sensitivity of convergence to
Strategy I and II. For this purpose, we employ both strate-
gies to DSM by setting d∗1 = d∗2 = 5.67 ms, and the accuracy
factor to be 0.9914. The resulting algorithm is referred to as
asynchronous-DSM or A-DSM. The simulation results are tab-
ulated in Table IV, showing notably slower convergence for
A-DSM compared to the A-ADMM for both strategies, each
with three communication delay types. It should be noted,
however, that ADMM needs more computation per iteration
due to the computation of the matrix inverse. Regarding how
these two algorithms are sensitive to Strategy I and II, we have
three interesting observations: (1) In contrast to A-ADMM,
Strategy I of A-DSM has better convergence rate in Uplink
case than Downlink case, indicating that message-skipping
impacts the local sub-gradient update step more than the cen-
tral averaging step. (2) For both Unplink and Bi-link cases,
Strategy I of A-DSM has the best convergence while the per-
formance of Strategy II - Delayed Data is best for A-ADMM,
as noted before. (3) Regarding Strategy II - Lost Data and
Delayed Data, A-DSM shows similar convergence between
Uplink and Downlink cases, implying that the use of stale mes-
sages has almost the same impact on both central averaging
and local sub-gradient update steps.

VI. CONCLUSION

In this paper, we presented four cyber-physical estima-
tion algorithms for power system oscillation monitoring using
Synchrophasors. Our algorithms demonstrate how multitudes
of geographically dispersed PMUs and PDCs can communi-
cate with each other, and how the various binding factors in the
network protocols can pose bottlenecks for their communica-
tion. We construct a suite of methods that one may choose
to eliminate asynchrony in wide-area estimation problems.
The results, thereby provide valuable insights and guidance
in deploying future PMU and PDC infrastructures, not only
for power systems but for any generic cyber-physical sensor
network. Our future work will be to evaluate the sensi-
tivity of the proposed algorithms to models of bandwidth
allocation as well to data corruption and denial-of-service
cyber-attacks.
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